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M ARVELL® Marvell Customer Satisfaction Survey

MARVELL CUSTOMER SATISFACTION SURVEY

Marvell is committed to delivering the best and highest quality documentation to customers in a manner
that is useful, usable, and desirable. It is our goal to measure and improve customer satisfaction on a
continuous basis, and as such, we would appreciate receiving feedback from you. Please take the
Marvell Customer Satisfaction Survey and send your feedback to us.

Feedback
)

Marvell Customer
Satisfaction Survey

Click Submit by Email to submit your feedback. This opens a New Message in your default email
client with an attachment that contains the feedback you provided in the form. Click Send in the e-mail
client's message window to complete the feedback process.

Marvell takes feedback seriously and a representative may contact you for further information if you
have chosen to identify yourself in the form. You may also send feedback and/or questions about this
product to docfeedback@marvell.com. Thank you for your time.
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GETTING STARTED

This chapter contains the following sections:

= Overview
m Installing the Marvell RAID Utility (MRU)
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1.1 Overview

The Marvell RAID Utility (MRU) is a browser-based RAID management utility for Marvell
RAID controllers. It can create and manage RAID virtual disks and arrays, using storage and
enclosure devices connected to the RAID controller.

This section discusses the following:

Software Components
System Requirements
Supported Browsers
Supported Operating Systems
Supported RAID Controllers
Supported RAID Levels

1.1.1  Software Components

The MRU installation package includes the following components:

Marvell RAID Utility (MRU)

MRU is a browser-based utility which can create and manage RAID virtual disks and arrays.
It can control both local and remote RAID controllers.

Tray Application for Windows

The tray application appears as an icon in the Windows System Tray and has right-click menu
options for controlling MRU.

Marvell RAID Command Line Interface (CLI)
The CLI uses a command line interface and can control local RAID controllers.

Note: The Marvell BIOS Configuration Utility (a built-in component of Marvell RAID controllers) can
also create and manage RAID virtual disks and arrays. Documentation for the Marvell BIOS
Configuration Utility is available separately on the Marvell Extranet.

1.1.2  System Requirements

MRU has the following system requirements:

Local/remote RAID controller (with drivers installed)

Network connection (for remote controllers)

Supported browser (see 1.1.3, Supported Browsers)

Supported operating system (see section 1.1.4, Supported Operating Systems)

1.1.3  Supported Browsers

MRU supports the following browsers:

1-2

Microsoft Internet Explorer 6.0 (and higher)
Firefox 3.0 (and higher)

Overview
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Overview

Copyright © 2009 Marvell
December 9, 2009

Supported Operating Systems

MRU supports the following Windows and Linux operating Systems:

Windows

= Windows XP

= Windows Server 2003
= Windows Vista

= Windows Server 2008
= Windows 7

Linux

m  Red Hat Enterprise Linux (RHEL) Server 5.x

m Fedora Linux 8

m Fedora Linux 9

m  SUSE Linux Enterprise Server (SLES) 9
m  SUSE Linux Enterprise Server (SLES) 10
m  SUSE Linux Enterprise Server (SLES) 11

Supported RAID Controllers

MRU supports the following types of RAID controllers:

m 1O Controllers (see Chapter 3, MRU for IO Controllers (I0C))
m |0 Processors (see Chapter 4, MRU for IO Processors (IOP))

Getting Started

= RAID-On-Chip Controllers (see Chapter 5, MRU for RAID-On-Chip (ROC) Controllers)

Supported RAID Levels

MRU supports the following RAID levels:
= RAID 0 (Striping)

= RAID 1 (Disk Mirroring)

= RAID 1E (Data Mirroring and Striping)
= RAID 5 (Striping with Single Parity)

m  RAID 6 (Striping with Dual Parity)

= RAID 10 (Disk Mirroring and Striping)
= RAID 50 (Striping RAID 5 Arrays)

= RAID 60 (Striping RAID 6 Arrays)

Note: Marvell RAID controllers support different sets of RAID levels depending on the hardware model
and OEM software package. Some software packages, depending on OEM selections, support limited
RAID levels by design. Check with the OEM vendor for information specific to your controller.
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1.2 Installing the Marvell RAID Utility (MRU)

This section discusses the following:

Installing the RAID Controller
Connecting Physical Disks
Installing MRU in Windows
Installing MRU in Linux

1.2.1 Installing the RAID Controller

Before installing MRU, install the RAID controller in the system. Refer to the RAID controller
HBA (Host Bus Adapter) or evaluation board documentation for hardware and software
installation instructions.

1.2.2  Connecting Physical Disks

After installing the RAID controller, connect physical disks to the RAID controller.

To connect physical disks

1. Select a RAID level that is best suited for your application.
For information on RAID levels, see Appendix B, Selecting a RAID Level.
2. Connect the required number of physical disks, as specified in Table 1-1, to available ports
on the controller either directly or through a backplane/enclosure. Refer to the RAID controller
HBA or evaluation board documentation for installation instructions.
Table 1-1 lists the minimum number of physical disks required for each RAID level and
controller type.
Table 1-1 Minimum Number of Physical Disks
Controller Minimum Number of Physical Disks Required for RAID Level
0 1 1E 5 6 10 50 60
10 Controller (I0C) 2 2 n/a 3 n/a 4 n/a n/a
10 Processor (IOP) 2 2 3 3 4 4 6 8
RAID-On-Chip (ROC) Controller 2 2 3 3 4 4 6 8
Note: Installing disks of similar capacity enhances RAID performance.
3. Power-up the physical disks.
Note: To create virtual disks and arrays, only use physical disks connected to a single controller.
1-4 Installing the Marvell RAID Utility (MRU)
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1.2.3

1231

Installing MRU in Windows

This section discusses the following:

Verifying RAID Controller Drivers Installation

Verifying RAID Controller Drivers Installation

Installing MRU in Windows

Getting Started

Before installing MRU, verify that the drivers for the RAID controller are installed. If the
drivers are installed correctly, the controller is listed in the Windows Device Manager.

To verify drivers installation

1.

From the Start menu, right-click My Computer, and select Manage.
The Computer Management utility appears, as shown in Figure 1-1.
Browse to System Tools > Device Manager.

If the drivers are installed correctly, the RAID controller is listed under one of the following

categories:

m  SCSland RAID controllers (for Windows XP and Windows Server 2003)
m  Storage controllers (for Windows Vista, Windows Server 2008, and Windows 7).

Figure 1-1 Device Manager (Windows 7)

» () Task Scheduler
> [@ Event Viewer
» 2 Shered Folders
> ¥ Local Users and Groups
> ‘?g'i' Perfermance
oy Device Manager
a4 25 Storage
=5 Disk Management
> G4 Services and Applications

> 2 Keyboards
> B Mice and cther pointing devices
> & Monitors
> ¥ Metwork adapters
> - [l5) Other devices
- 73 Ports (COM & LPT)
. ]2} Processors
&5 Storage controllers
-&5 Marvell 31 SATA 6G Controller
> {8 System devices

S

>~ § Universal Serizl Bus controllers

A Computer Management EI@
Eile Action View Help

e« nEEIHE & B~

A Computer Management (Local|[ 4 -3 marvell-PC Actions
a m System Toels > (M Computer Device Manager ~

More Actions

Note: Figure 1-1 shows the Device Manager on Windows 7 with an example RAID controller

(Marvell 91xx SATA 6G Controller) installed.

Installing the Marvell RAID Utility (MRU)
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1.2.3.2 Installing MRU in Windows

This section describes the procedure for installing MRU in Windows.

To install MRU in Windows

1. Verify that the drivers for the RAID controller are installed, as described in section
1.2.3.1, Verifying RAID Controller Drivers Installation.

2. Run MRUSetup.exe.
The MRU Setup Wizard appears, as shown in Figure 1-2.
Figure 1-2 MRU Setup Wizard

Marvell MRU V4 Setup fel = Sl

Welcome to the Marvell MRU V4
Setup Wizard

This wizard will install Marvell MR V4, support for multiple
languages and an easy plug-in system,

Click Mext to continue.

Mext = ] [ Cancel

3. Select Next, as shown in Figure 1-2.
The License Agreement window appears, as shown in Figure 1-3.

1-6 Installing the Marvell RAID Utility (MRU)
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Figure 1-3 License Agreement

Getting Started

Marvell MRU V4 Setup

License Agreement
Please review the license terms before installing

(=] & =

Marvel MRL V4,

Press Page Down to see the rest of the agreement.

[MARVELL END USER LIMITED USE LICENSE AGREEMENT
The use of the "Software,” as defined herein, is exclusively governed by the

IMTERMATIOMAL LTD ("™MARVELL™ and you (Licensee ™).

agreement to install Marvel MRU V4, Click Next to continue,

i@ I accept the terms of the License Agreement
i) 1 do not accept the terms of the License Agreement

Mullsoft Inskall Syskem w245

this End User Limited Lse License Agreement (the "Agreement”) between MARVELL

BY CPEMIMG THE SOFTWARE PACKAGE AMD CLICKIMNG "I accept the terms in the License
Agreement” OF ANY ELECTROMIC VERSIOM OF THIS AGREEMENT, YOU ACKNOWLEDGE
THAT Yl | HAVF RFAN THFE AGRFFMEMT AMD AGRFF TO) BRF ROILIMD BY TTS TFRMS AMD

If you accept the terms of the agreement, select the first option below. You must accept the

L3

terms of —

< Back ][ Mext =

] [ Cancel

4. Read the License Agreement.

Select | accept the terms of the License Agreement, as shown in Figure 1-3.

5. Select Next, as shown in Figure 1-3, to continue with the installation.
The Choose Components window appears, as shown in Figure 1-4.

Installing the Marvell RAID Utility (MRU)
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Figure 1-4 Choose Components

Marvell MRU V4 Setu ==
2 e =

Choosze Components
Choose which features of Marvell MRU V4 yvou want to install,

Chedk the components you want to install and uncheck the components you don't want to
install. Click Mext to continue.

Select the type of install: [Full ~

Cr, select the optional MRU {required)
components you wish to

I . 1I
install: Tray (required)

Command Line Interface

Description
Space reguired: 31,9MB

« Back ][ Mext = ] [ Cancel

Note: Installation of the Command Line Interface utility is optional and disabled by default. Check
the component if you wish to install it.

6. Select Next, as shown in Figure 1-4.

The Choose Install Location window appears, as shown in Figure 1-5, with the default
location displayed in the Destination Folder field.

7. Select Browse, as shown in Figure 1-5, to specify an alternate folder if required.

1-8 Installing the Marvell RAID Utility (MRU)
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Figure 1-5 Choose Install Location

Marvell MRU V4 Setup

f Choose Install Location
- Chaoose the falder in which to install Marvell MRL V4,

(=] & =

Browse and select anather folder. Click Install to start the installation.

Destination Folder

Space reguired: 31.5MB
Space available: 637, 1GB

Setup will install Marvell MRU ¥4 in the following folder. To install in a different folder, dick

C:\Program Files'\Marvellraid

Mullsoft Install Syskem v, 45

« Back ][ Install

] [ Cancel

8. Select Install, as shown in Figure 1-5, to begin installation.
The installation wizard displays progress, as shown in Figure 1-6.

Installing the Marvell RAID Utility (MRU)
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Figure 1-6 Installation Progress

Marvell MRU V4 Setup

(=& & |
Installing
Please wait while Marvell MRLU V4 iz being installed.
Install Apache2 and register PHP...
Show details
Mullsoft Install Syskem v 45
< Back MNext = Cancel

9. After installing the Apache2 HTTP Server (which is a built-in component of the installation
package), the installation triggers a Windows Security Alert on some versions of Windows,

as shown in Figure 1-7.
Select Unblock to continue.

1-10
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Figure 1-7 Windows Security Alert

P

i Windows Security Alert

Windows Firewall has blocked this program from accepting incoming network connection
unblock this program, it will be unblocked on all public networks that you connect to.

iisks of unblocking a program#

N\

Mame:
Publisher:
Path:

Metwork location:

Apache HTTP Server

Apache Software Foundation

C:'program files‘\marvellyraidiapache 2\binthttpd. exe
Public network

What are network locations?

Keep blocking ] [ Unblock

Note: Figure 1-7 shows the Security Alert that appears in Windows Vista. The alert is similar for

other Windows operating systems.

10. When the installation is complete, the wizard confirms the completion, as shown in

Figure 1-8.

Click Finish, as shown in Figure 1-8. MRU is now installed.

Installing the Marvell RAID Utility (MRU)
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Figure 1-8 Installation Complete

Marvell MRU V4 Setup

=)&) =

Completing the Marvell MRU V4
Setup Wizard

Marvell MRLU V4 has been installed on your computer,

Click Finish to dose this wizard.

= Back Finish Cance
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1.2.4 Installing MRU in Linux

This section discusses the following:

= Verifying RAID Controller Drivers Installation

m Installing MRU in Linux

1.2.4.1 Verifying RAID Controller Drivers Installation

Before installing MRU, verify that the drivers for the controller are installed.

Note: The procedure described in this section is specific to 32-bit SUSE Enterprise Linux Server

(SLES) 10. The procedure is similar for other Linux distributions.

To verify drivers installation

1. From the Computer menu, select Control Center.
2. Select Open Administrator Settings, as shown in Figure 1-9.

The Administrator Settings Control Center appears, as shown in Figure 1-10.

Figure 1-9 Control Center

Filter
| |

Groups

Hardware
Look and Feel
Personal

System

Common Tasks

Change Desktop Background
Add Printer

Configure Metwork

Change Password

Add User

[ Open Administrator Settings ]

3. Select Disk Controller, as shown in Figure 1-10.

Hardware

DSL

= Screen Resolution
E

Look and Feel

%_, Desktop Background

% Menus & Toolbars

i‘ Theme
Personal

@ Accessibility

m Graphics Card and Monitor

._..-.-,j Removable Drives and Media

=

:Un

]

1

ol Assistive Technology

[*]
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Figure 1-10 Administrator Settings

Control Center x
Eilter Hardware ]
= YaST Control Center: - O x
or
i Hardware
Groups Filter
e “ l | m Disk Controller I
Lock and Feel Groups —
e oriare W Graphics Card and Monitor
System i Wedia
¥y Miscellaneous @ Hardware Information
Network Devices
Common Tasks
. ) Metwork Services C 5 IDE DMA Mode
g2 REEEp G Novell AppArmor L
. —
Add Printer Security and Users * Infrared Device
Configure Networlg Software
Change Password| System & Joystick
Add User Wirtualization
Open Administrato @ Mouse Model
Q.‘ Printer
@ Sound 5
53

4. The Disk Controller Configuration window appears, as shown in Figure 1-11, listing all disk

controllers recognized by Linux.
Check the list to verify if the RAID controller is installed.

1-14
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Figure 1-11 Disk Controller Configuration

E ] 8% nu 2

Disk Controller *  Disk Controller Configuration
Configuration

Here, configure disk controllers |Di5k Controller | New |

by modifying the corresponding Intel 826801 GB/GR/GH (ICH7 Family) SATA IDE ControllerNo

kemel module. SATA controller No S

The table attop contains the .
controllers to configure. If there is
more than one controller, select
the controller by clicking a line in
the table. The order in the table
determines the order in which
kemel modules are loaded. Use
Move Up and Move Down to Module to Use
change the order. —

|ahci =

Module to Use selects the kemel
module to use for the current

controller. Alternative modules Module Currently Loaded:  Yes
are available for some

controllers. [%| Load Module in initrd

The module status is shown in
Module Currently Loaded. With Module Parameters
Load Module in initrd set |

whether the module should be

loaded during boot.

For Module Parameters, enter | TestLoading of Module ]
any parameters for the module.
This is often not needed.

+]

Test Loading of Module tests

wihathar tha madula ran ha

Abort | | Apply | Einish

1.2.4.2 Installing MRU in Linux
This section describes the procedure for installing MRU on Linux.
Note: The procedure described in this section is specific to 32-bit SUSE Enterprise Linux Server

(SLES) 10. The procedure is similar for other Linux distributions.

To install MRU in Linux

1. Verify that the drivers for the RAID controller are installed, as described in section
1.2.4.1, Verifying RAID Controller Drivers Installation.

2. Table 1-2lists the RPM (Red Hat Package Manager) installation files for 32-bit and 64-bit OS
architectures.

Table 1-2 RPM Installation File

OS Architecture  File Name Ends With Extension
32-hbit .1586.rpm

64-bit .X86_64.rpm

Run the appropriate RPM file to begin installation of MRU.
3. The MRU Software Installer appears, as shown in Figure 1-12.
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Figure 1-12 MRU Software Installer

= Software Installer, S

Software marked for installation:

MRU (i586)
Marvel RAID Utility

Version: 4.1.0.1800-1.newapi Catalog: Local packages Type: Package

Select: All None

[ | Do not show the change summary screen

‘Qﬂnﬂgurﬂ...‘ X Close | | of Install

4. Select Install, as shown in Figure 1-12.

A dialog box appears, as shown in Figure 1-13, requesting for the Administrator (root)
Password.

1-16 Installing the Marvell RAID Utility (MRU)
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Getting Started

Figure 1-13 Administrator Password

[

o

-

Comma

nd

Password needed .
Administrator (root) privilege is required.
Please enter the root password to continue.

~ fusr/binimano fusrlibizen-updater’Zeninstall

EY PR—TR— [

Basswaord: “ ]

| X cancel | |@{:gnﬂnue|

5. Type the password and select Continue, as shown in Figure 1-13.

The MRU Software Installer indicates installation progress, as shown in Figure 1-14.

Installing the Marvell RAID Utility (MRU)
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Figure 1-14 Installation Progress

Installing Software... - 72%

Installing Software...

MRLU (i586)
Marvell RAID Uitility

Version: 4.1.0.1800-1.newapi Cataleg: Local packages Type: Package

Select: A R
|| Do not show the change summary screen
[* Details
Installing Software |
Configure X Close of Install

6. When installation is complete, the wizard confirms the completion, as shown in Figure 1-15.
Click Close to finish. MRU is now installed.

Figure 1-15 Installation Complete

® software Installer - Information X

@ The install was successful.
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This chapter contains the following sections:

Overview

Enabling Scripting

Opening MRU

Tray Application for Windows
Login

User Interface

Logout
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2.1 Overview

The Marvell RAID Utility (MRU) is a browser-based RAID management utility for Marvell
RAID controllers. It can create and manage RAID virtual disks and arrays, using storage and
enclosure devices connected to the RAID controller. This chapter provides an introduction to
MRU and an overview of its user interface. In the chapters that follow, MRU is described in
detail for each of the following controllers:

m |0 Controllers (see Chapter 3, MRU for IO Controllers (I0C))

m 1O Processors (see Chapter 4, MRU for 1O Processors (IOP))

m  RAID-On-Chip Controllers (see Chapter 5, MRU for RAID-On-Chip (ROC) Controllers)

2-2 Overview
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2.2 Enabling Scripting
Before opening MRU, verify that Active Scripting or JavaScript is enabled in the browser.
This section discusses the following:

m  Enabling Active Scripting in Internet Explorer
m  Verifying JavaScript is Enabled in Firefox

2.2.1 Enabling Active Scripting in Internet Explorer
This section describes the procedure to enable Active Scripting in Internet Explorer.

Note: Active Scripting might be disabled by default for some versions of Windows.

To enable Active Scripting in Internet Explorer

1. From the menu bar, select Tools > Internet Options, as shown in Figure 2-1.

The Internet Options dialog box appears, with the General tab selected, as shown in
Figure 2-2.

Figure 2-1 Internet Explorer Tools Menu

/= Marvell RAID Utility - Windows Internet Explorer

@.\;— A~ |g, htkps: [ flocalhost: G443 MU} JumpPage. php? Target=LoginP ages

File Edit “iew Favorites Help

Delete Browsing Hiskory., ..
W e [@Mawell RAID Lt A=

Pop-up Blocker 3
Phishing Filter r
Manage Add-ons

Windows Update

Windows Messenger
Diagrose Conneckion Problems. ..

Internet Options
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Figure 2-2 Internet Options

Internet Options

General |Securit';.f Privacy | Content | Connections | Programs | Advanced

Home page

>

To create home page tabs, bype each address an ks own line.

ikEp: e mar el com)|

[ Ilse current l [ IJse default H Ise blank
Browsing history
’I_. Delete tempaorary files, history, cookies, saved passwords,
-+ g i
' and web farm information,
Delete, .. ] [ Settings ]
Search
p Change search defaults. Settings
Tabs
— Change how webpages are displayed in Settings
— kabs,
Appearance
[ Colors ] [ Languages ] [ Fonts ] [ Accessibility ]

[ (4 l[ Cancel ][ Apply

|

2. Select the Security tab, as shown in Figure 2-3.

2-4
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Figure 2-3 Security

Internet Options

General | Security |F‘rivacy Content || Connections | Programs | &dvanced

Select a zone to view or change security setkings,

@ €@ v O

Inkernet Wel=(Npld=nl= Trusted sites  Restricted
sites

Local intranet
.% This zone is for all websites that are

found on wour inkranet,

Security level for this zone

Custom
Cuskom setkings,
- To change the settings, click Custom level,
- To use the recommended settings, click Default level,

[ Cuskom level... H Default level ]

[ Reset all zones to default level ]

[ K l [ Zancel Apply

3. Select Local Intranet under Select a zone to view or change security settings.
4. Select Custom level..., as shown in Figure 2-3.
The Security Settings - Local Intranet Zone dialog box appears, as shown in Figure 2-4.

Enabling Scripting 2-5
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Figure 2-4 Security Settings - Internet Zone

Security Settings - Local Intranet Zone

Setkings

i Scripking

= ; "

= | Achive scripting
() Disahle
&
(O Prompt

=0 Allows Programmatic clipboard access
() Disahle
(¥ Enable
(O Prompt

=0 Allows stabus bar updates via script
() Disahle
(¥ Enable

() Disable
(%) Enable

= Sevimbimea AF Taws annlake

4

=0 Allows websites o prompk For information using scripbed wind:

*Takes effect after vou restart Internet Explarer

Reset cuskom settings

Reset ko:

Medium-low {default) w |

[ Reset.., ]

| ok

l [ Cancel ]

In the list of settings, browse to Scripting > Active scripting.

Select Enable to enable Active scripting as shown in Figure 2-4.

Select OK to confirm the selection.

This closes the Security Settings - Local Intranet Zone dialog box.

8. Select OK to exit the Internet Options dialog.

2.2.2  Verifying JavaScript is Enabled in Firefox

This section describes the procedure to verify that JavaScript is enabled in Firefox.

Note: Javascript is enabled by default in Firefox. If MRU does not open in Firefox, verify that Javascript
is enabled.

To verif

y that JavaScript is enabled in Firefox

1. From the menu bar, select Tools > Options..., as shown in Figure 2-5.

The Options dialog box appears, with the Main tab selected, as shown in Figure 2-6.

2-6
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Figure 2-5 Firefox Tools Menu

) Marvell RAID Utility - Mozilla Firefox
File Edit Wiew History  Bookmarks

§ C « (O

Mast Yisited

|| Marvell RAID Utility

y e

M ARYELL®

Figure 2-6 Firefox Options Dialog

Options

IEEEN Help
Wb Search ChelHE
Downloads Zkrl+1
add-ons

Java Console
Error Console Ckrl+Shift+1
Page Info

Skark Private Browsing  CkrlH-Shift+P
Clear Recent Histary ... Crrl+-Shift+Del

Cpkions...

.ph

J 5= B

Main Tabs Content  Applications

Privacy  Security  Advanced

Starkup

When Firefox starts: |Sh|:|w my home page

v|

Home Page: | http:f v marwell, com|

[ IJse Current Page ] [Llse Bookmark:, ] [ Restore to Defaulk ]

Dovnloads

Shows the Downloads window when downloading a File

[] Close it when all downloads are finished

%) Save files to |[E| Ciovnloads

| [ Browse. ..

Add-ons
—hange options for wour add-ons

) Always ask me where to save files

’ Manage Add-ons...

K ] [ Cancel ] [ Help

if it is disabled.
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Figure 2-7 Content

Options
ey ,r"'l
= ) ==
J EI '—'ElJ % at ==
flain Tabs Content  Applications  Privacy  Security

X

LA

i

Advanced

Block pop-up windows
Load images automatically
Enable JavaScript

Enable Java

Fants & Calars

Default Fonk: | Times Mew Roman V| Sizer |16 "

Exceptions...
Exceptions...

Advanced...

fdvanced...

Languages

Choose wour preferred language For displayving pages

fbE

Colors. .

Choose. ..

(0] 4 l [ Cancel ] [ Help
4. Select OK to confirm the selection.
This closes the Options dialog.
2-8
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2.3 Opening MRU

This section discusses the following:

= Opening MRU in Windows
= Opening MRU in Linux

2.3.1 Opening MRU in Windows

This section describes the procedure to open MRU in Windows.

To open MRU in Windows

1. Verify that Active Scripting or JavaScript is enabled in the default browser, as described in
section 2.2, Enabling Scripting.

2. Open MRU.
The MRU can be opened using any of the following methods:
= Double-click the desktop shortcut for MRU, as shown in Figure 2-8.
Figure 2-8 MRU Desktop Shortcut

OR

m  Right-click the desktop shortcut for MRU, and select Open.
OR

m  Double-click the MRU Tray Application icon.
OR

= Right-click the MRU Tray Application icon, and select Open MRU.
3. Upon opening, the Login page appears, as described in section 2.5, Login.

To control a local RAID controller

4. By default, MRU uses the following URL to select the default local RAID controller (if any)
installed on the local system.

https://localhost:8443/MRU/JumpPage.php?Target=LoginPage

Opening MRU 2-9
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Figure 2-9 Windows: Local RAID controller

2) Marvell RAID Utility - Mozilla Firefox

File Edit \Miew History Bookmarks Tools  Help
- C X &

[&] Mast Yisited

[ae=| la=dl https: ) flocalhost: 8443/MRU} JurnpPage. php?Target=LoginPage

J | '] Marvell RAID Utility | + |

M ARVELL®

Note: If MRU does not open the login page, replace localhost in the URL with the IP address
of the local RAID controller (127.0.0.1).
To control a remote RAID controller
5. Type the following URL the browser address bar.
https://ip adress:8443/MRU/JumpPage.php?Target=LoginPage
Note: Replace ip address with the IP address of the remote RAID controller.
Figure 2-10 Windows: Remote RAID Controller

“) Marvell RAID Utility - Mozilla Firefox

File Edit Mjew History  Bookmarks Tools  Help
T c /N TRT

[&] mMast visited

[afet=||pl=r=e Rikbpsf10.85, 162,131 :8443/MR U/ JurnpPage  php? Target=LoginPage

| [ Marvell RAID Utility [ + |

MARVYVELL®

Note: Alternatively, you can use the System Name instead of the IP address in most internal
network environments.

2-10 Opening MRU
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2.3.2 Opening MRU in Linux

This section describes the procedure to open MRU in Linux.

To open MRU in Linux

1. Verify that JavaScript is enabled in Firefox, as described in section 2.2.2, Verifying JavaScript
is Enabled in Firefox.

To control a local RAID controller

2. Open Firefox.

3. Type the following URL in the browser address bar.
https://localhost:8443/MRU/JumpPage . php?Target=LoginPage

Note: If MRU does not open the login page, replace localhost in the URL with the IP address
of the local RAID controller (127.0.0.1).

Figure 2-11 Linux: Local RAID Controller

ﬂAppIicaticns Places System %

J Marvell RAID UEIlity

Fle Edit Miew Go Bookmarks Tools Help

QEI @ I:> @ @ @ [D https:/flocalhost: 8443/MRLU/JumpPage . php?Target=LoginPage

MRed Hat ™lRed Hat Magazine ™lRed Hat Network ™BRed Hat Support

y S

MARVYELL®

To control aremote RAID controller

4. Type the following URL the browser address bar.
https://ip adress:8443/MRU/JumpPage.php?Target=LoginPage
Note: Replace ip address with the IP address of the remote RAID controller.

Figure 2-12 Linux: Remote RAID Controller

QApplications Places System %

J Marvell RAID ULility

Fle Edit View Go Bookmarks Tools Help

G- - & ) [ hitps://10.85.162.131:8443/MRU/JumpPage php?Target=LoginPage

MlRed Hat MlRed Hat Magazine MMRed Hat Network MMRed Hat Support

y s

M ARVELL®

Note: Alternatively, you can use the System Name instead of the IP address in most internal
network environments.
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2.4  Tray Application for Windows
When MRU opens in Windows, the Tray Application appears in the System Tray, as shown
in Figure 2-13.
Figure 2-13 Tray Application
The Tray Application provides right-click menu options for controlling the MRU, as shown in
Figure 2-14. The menu has options for performing the following tasks:
s Open MRU
= Enable/Disable Alarm
= Enable/Disable Pop-up Event Messages
= View Version Information
= Exit MRU
Figure 2-14 Tray Application: Right-click Menu
Open MEL
Enable aAlarm
Dizable Event Message
About Raid Tray
Exit
241 Open MRU
Select Open MRU to open MRU in the system'’s default browser.
Note: You can also open MRU by double-clicking the Tray Application icon.
2.4.2 Enable/Disable Alarm
The audible alarm is disabled by default. To enable the audible alarm for critical and warning
events, select Enable Alarm. The alarm is played through speakers connected to the Line
Out jack on the computer’s sound card. On RAID controller HBAs and evaluation boards with
on-board buzzer, the hardware buzzer is also sounded.
Note: The audible alarm uses the file ¢: /program files/marvell/raid/tray/alarm.wav.
2.4.3 Enable/Disable Pop-up Event Messages
Event messages are pop-up messages that appear above the System Tray. Event messages
are enabled by default.
Select Enable Event Messages and Disable Event Messages to toggle between
enable/disable states.
2-12 Tray Application for Windows
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Figure 2-15 Tray Application: Pop-up Event Message

[ —— |

[WARNING] Virtual disk 0 is deleted

3:02PM

-
Deskiop = 1% 13 4 ;1m0

244 View Version Information

Select About RAID Tray to view version information for the MRU Tray Application.

245 Exit MRU
Select Exit to exit MRU (and the Tray Application).

Tray Application for Windows 2-13
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2.5 Login
This section discusses the following:
m  Security Warning
= Login Page
2.5.1  Security Warning
Note: This section only applies to Internet Explorer.
When opening MRU in some versions of Windows, Internet Explorer may detect a problem
with the security certificate for the MRU web page, as shown in Figure 2-16. Select Continue
to this website (not recommended), as shown in Figure 2-16, to continue opening MRU.
Figure 2-16 Internet Explorer: Website Security Certificate Warning
{= Certificate Error: Navigation Blocked - Windows Internet Explorer,
@.\-_— > |_§, kit flocalhost:8845/MRUS JurpPage phpr Target=LoginPage
File Edit View Faworites Tools  Help
f:? *'{Qi' [@ Certificate Error: Navigation Blocked [_‘
e
|.,@ There is a problem with this website's security certificate.
The security certificate presented by this website was not issued by a trusted certificate authority.
The security certificate presented by this website was issued for a different website's address.
Security certificate problems may indicate an attempt to fool you or intercept any data you send to the
senver.,
We recommend that you close this webpage and do not continue to this website.
@' Click here to close this webpage.
@ Continue to this website (not recommended).
® More information
2.5.2 Login Page
When MRU opens, it prompts for the user’s operating system (or network) credentials, as
shown in Figure 2-17. Users with administrator privileges are granted full read/modify
permission in MRU. Users without administrator privileges are granted view-only permission
in MRU.
2-14 Login
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Figure 2-17 MRU Login

* Username

|(D0main\UserName)

* password

O remember password

Login
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2.6

User Interface

The MRU user interface, as shown in Figure 2-18, contains the following three panes:

MARVELL CONFIDENTIAL - UNAUTHORIZED DISTRIBUTION OR USE STRICTLY PROHIBITED

System
Properties
Event Logs

Figure 2-18 MRU User Interface

Marvell RATD (i faloiiicied

System|

- @ Adapter 0
Virtual Disks

Host Name MARVELL-PC

Host IP 127.0.0.1

é Physical Disks
&Ph\jslcﬂ Disk 18 MRU Version 4.1.0.1601
&yPhysical Disk 20
@Phy&i:al Disk 22

& Enclosures

9 Enclosure 21
@rort Multipliers

Event Logs(o~0/Total Events:0)
Adapter Class

2.6.1 System

As shown in Figure 2-19, the System pane uses a tree view to list and show the relationships
between the various physical/virtual devices attached to the system. This list includes the
following devices:

= Adapter

m  Physical Disk

= Virtual Disk

= Array

m  Enclosures

m Battery
2-16 User Interface
Copyright © 2009 Marvell CONFIDENTIAL Doc No. MV-S400052-00 Rev. F

December 9, 2009 Document Classification: Proprietary

8cmymtbz810-gd8biy0x * Lycom Technology, Inc. * UNDER NDA# 12103316



MARVELL CONFIDENTIAL - UNAUTHORIZED DISTRIBUTION OR USE STRICTLY PROHIBITED

®

[ e |
—
—

M ARVELL®

Figure 2-19 System Pane

Marvell RAID
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oPhyslcal Disk 22
= Enclosures
@ Enclosure 21
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2.6.2  Properties

Marvell RAID Utility (MRU)

As shown in Figure 2-20, the Properties pane lists the properties of the device selected in the
System pane. The Properties pane contains tabs at the top. Depending on the device
selected in the System pane, one of more of the following tabs appear:

= Property

Select Property to view/modify the properties of the device selected in the System pane.

m  Toolset

Roll-over the Toolset tab to view a menu of options related to the general functioning of MRU.

m  Operation

Roll-over the Operation tab to view a menu of operations that can be performed on the device
selected in the System pane.

m  Create VD

Create VD is only available during the virtual disk (VD) creation process. This tab allows you
to configure the virtual disk.

User Interface
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Figure 2-20 Properties Pane

T
Host Name | MARVELL-PC

Host IP [ 127.0.0.1

1
MRU Version | 4.1.0.1601

2.6.3 Event Logs

As shown in Figure 2-21, the Events Logs pane lists adapter events. The events are
categorized into informational, warning, and error events. For information on the icons used
for different event types, see Appendix C, Icons used in MRU.

2-18 User Interface
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Figure 2-21 Event Logs Pane
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2.7 Logout

Select Logout, as shown in Figure 2-22, to logout of MRU.

Figure 2-22 MRU Logout

Il RAID

Moving Forward Faster

Host Name
HostIP

MRU Version

SC-PC335
10.85.48.52

4.1.0.1508

Event Logs(0~0/Total Events:0) ~aaue.s  Lloau)

Adapter

Class

DI

Time

Description

| >

Note: To exit MRU, right-click the Tray Application, and select Exit MRU.

2-20
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Overview

Creating Virtual Disk

Importing Virtual Disk
Managing Virtual Disk
Managing Physical Disks
Managing Enclosures
Monitoring Virtual Disk
Migrating Virtual Disk
Rebuilding Degraded Virtual Disk
Deleting Virtual Disk

Updating RAID Controller BIOS
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3.1 Overview

This chapter describes the MRU for 10 Controllers (IOCs) such as the Marvell
88SE63xx/88SE64xx SAS controllers. IOCs can create and manage RAID 0, 1, 5, and 10
virtual disks.

Note: Marvell RAID controllers support different sets of RAID levels depending on the hardware model
and OEM software package. Some software packages, depending on OEM selections, support limited
RAID levels by design. Check with the OEM vendor for information specific to your controller.

3-2 Overview
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3.2 Creating Virtual Disk

This section discusses the following:

m  Optimizing Virtual Disk for Performance/Reliability
m  Customizing Virtual Disk for your Application

3.2.1  Optimizing Virtual Disk for Performance/Reliability

This section describes the procedure to quickly create a virtual disk that is optimized for
either best read/write performance or best fault tolerance (reliability).

Note: This is particularly useful if you are new to RAID technology and are not sure about which RAID
level suits your application the most.
To quickly create virtual disk optimized for performance/reliability

1. Select Adapter.
2. Roll-over the Operation tab, and select Quick Create VD, as shown in Figure 3-1.
The Create Options screen appears, as shown in Figure 3-2.

Figure 3-1 Quick Create VD

Marvell RAID

Create VD

s105 verson | GUGHGESENBIN | | +0.0.1400

Driver Versiol Update BIOS 4.0.0.1707

& Physical Disks

&yPhysicsl Disk 18 Chip Revisior| 1| Backup BIOS 1

i &yPhsical Disk 20 Vendor ID
P dpPrvical Disk 22

H Sub Vendor ID
- Endlosures

\,Enclusure 21 ! Device ID
@port Mulipliers i sub Device ID

Port Count

Max PCle Speed
Current PCle Spead
Max PCle Link 8%

Current PCle Link 8x

Supported RAID Mode RAIDO RAID1 RAID10 RAID1E RAID5

Supported Stripe Size 16K 32K 64K 128K
« »

Event Logs(1~3/Total Events:3)

Adapter Class Time Description
PD Event 11/06/2009 15:10 Physical disk 22 has been assigned as spare drive

Adapter Event 11/06/2009 15:09 Auto-rebuild has been disabled

Adapter Event 11/06/2009 15:09 Auto-rebuild has been enabled

Creating Virtual Disk 3-3
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Figure 3-2 Create Options

Marvell RAID (R i

Quick Create

Virtual Disks

= Physical Digks
&Phvsical Disk 18
&yFhysical Disk 20
Physical Disk 22

[ Enclosures
OEnclusure 21

@prort Multipliers i Create Options : Performance |« |
Performance

Reliability

»

Event Logs(1~3/Total Events:3)
Adapter Class Time Description
PD Event 11/06/2009 15:10 Physical disk 22 has been assigned as spare drive

Adapter Event 11/06/2009 15:09 Auto-rebuild has been disabled
Adapter Event 11/06/2009 15:09 Auto-rebuild has been enabled

3. As shown in Figure 3-2, select one of the following options:

m  Select Performance for creating a virtual disk that is optimized for best read and write
performance.

m  Select Reliability for creating a virtual disk that is optimized for best fault tolerance.

Based on the performance/reliability selection and the capabilities of the RAID controller,
MRU creates a suitable virtual disk using some or all available physical disks.

4. After creating the virtual disk, MRU displays the Property tab for the new Virtual Disk, as
shown in Figure 3-3.

3-4 Creating Virtual Disk
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Figure 3-3 VD Created

Marvell RAID

[gaSystem

- g Adapter 0
=_Virtual Disks

D

Name

SRy Y irtual Diskc 0: (NEW
gPhyswca\ Disk 18 Write Cache Mode
&prPhysical Disk 20 Read Cache Mode

1 Physical Disks

&yPhysical Disk 18

&Physical Disk 20 .| Status

dgrhvsical Disk 22 il size

RAID Level

1 Enclosures
,\’Enclnsure 21
@rort Multipliers

Member Count

Stripe Size

. 3

o

NEW_VD

@) Write Back(Parformance)
(©)Read Ahead

RAID O

Functional

465.0 GB

2

64K

(©) Write Through(Reliable)

©@ No Read Ahead

Event Logs(1~3/Total Events:3)

Adapter Class Time

Description

PD Event 11/06/2009 15:10 Physical disk 22 has been assigned as spare drive
Adapter Event 11/06/2009 15:09 Auto-rebuild has been disabled
Adapter Event 11/06/2009 15:09 Auto-rebuild has been enabled

3.2.2  Customizing Virtual Disk for your Application

This section describes the procedure to create a custom virtual disk that is most suitable for

your application.

To create a custom virtual disk most suitable for your application

1. Select Adapter.

2. Roll-over the Operation tab, and select Create VD, as shown in Figure 3-4.

The Create New VD screen appears, as shown in Figure 3-5.

Creating Virtual Disk
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Utility

Figure 3-4 Create VD

Marvell RAID

Virtual Disks
. Physical Disks
: §pPhvsical Disk 12
&Phvsical Disk 20
i _@thsl:al Disk 22
& Enclosures

.QEnc\usure 21

@rort Mutipliers

»

BIOS Versior Quick Create VD 4.0.0.1400

Driver Versig Update BIOS 4.0.0.1707

Chip Revisiol Backup BIOS

Vendor ID
Sub Vendor ID

Device ID

Sub Device ID

Port Count

Max PCle Speed
Current PCle Spead
Max PCle Link
Current PCle Link
Supported RAID Mode

Supported Stripe Size

16K 32K 64K 128K

RAIDO RAID1 RAID10 RAID1E RAIDS

Event Logs(1~7/Total Events:7)

Adapter Class

Time

VD Event
VD Event
VD Event
VD Event
PD Event

Adapter Event

11/06/2009 15:12
11/06/2009 15:12
11/06/2009 15:12
11/06/2009 15:12
11/06/2009 15:10
11/06/2009 15:09

Virtual disk 0 is deleted

Fast initialization on virtual disk 0 completed

Fast initialization on virtual disk 0 started

Virtual disk 0 is created

Physical disk 22 has been assigned as spare drive

Auto-rebuild has been disabled

Create New VD

Select RAID Level: RADT ~

-

Virtual Disks

& Physical Disks
- yFhysical Disk 18
- yPhysical Disk 20
grhvsical Disk 22
£ Endlosures
Enclosure 21
ot Multipliers

&

SATA
298.1 GB
(298.0 GB)

&

SATA
232.3 GB
(232.8GB)

D18 D 20

Max number of disks for create VD
Available capacity for selected disk set

8
Select disk(s)

< »

Event Logs(1~7/Total Events:7)

Adapter Class

Time

VD Event
VD Event
VD Event
VD Event
PD Event

Adapter Event

11/06/2009 15:
11/06/2009 15:
11/06/2009 15:
11/06/2009 15:
11/06/2009 15:
11/06/2009 15:

Virtual disk 0 is deleted
Fast initialization on virtual disk 0 completed
Fast initialization on virtual disk 0 started

Virtual disk 0 is created

Auto-rebuild has been disabled

Physical disk 22 has been assigned as spare drive
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3. Select RAID Level suitable for your application, as shown in Figure 3-6.

For information on RAID levels, see Appendix B, Selecting a RAID Level.

Figure 3-6 Select RAID Level

Marvell RAID

[aSystem

- @ TR
Virtual Disks

Create New VD

lect RAID Level: RADO  ~

& @&

SATA SATA
) Physical Disks 298.1 GB 232.5 GB
(208.0 GB) (232.8GB)

aPhyswca\ Disk 18 D18 1D+ 20
éPhysu:a\ Disk 20
@Physu:a\ Disk 22

= Enclosures
OEnclnsure 21

@ rort Multipliers

Max number of disks for create VD 8
Available capacity for selected disk set Select disk(s)

€ b

Event Logs(1~7/Total Events:7)

Adapter Class Time
VD Event 11/06/2009 15:12 Virtual disk 0 is deleted

VD Event 11/06/2009 15:12 Fast initialization on virtual disk 0 completed

@ VD Event 11/06/2009 15:12 | Fast initialization on virtual disk 0 started
@ VD Event 11/06/2009 15:12 | Virtual disk 0 is created
@ PD Event 11/06/2009 15:10 Physical disk 22 has been assigned as spare drive

Adapter Event 11/06/2009 15:09 Auto-rebuild has been disabled

Note: Marvell RAID controllers support different sets of RAID levels depending on the hardware
model and OEM software package. Some software packages, depending on OEM selections,
support limited RAID levels by design. Check with the OEM vendor for information specific to your
controller.
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4. Table 3-1 lists the minimum number of physical disks required for different RAID levels.
Table 3-1 Minimum Number of Physical Disks

Controller Minimum Number of Physical Disks Required for RAID Level
0 1 1E 5 6 10 50 60
10 Controller (I0C) 2 2 n/a 3 n/a 4 n/a n/a

Add the required number of physical disks for the selected RAID level from the list of available
physical disks, as shown in Figure 3-6. When selected, a check-mark appears to the right of
the physical disk, as shown in Figure 3-7.

Figure 3-7 Select Physical Disks

Marvell RAID (il i

| & System Create New VD Select RAID Level: RAD1 ~
- @ TR =‘='=@ e &o
Virtual Disks
SATA SATA
[=! _Physical Disks 298.1 GB 232.9 GB
(298.0 GB) (232.8 GB)
&Physwca\ Disk 18 ID: 18 1D+ 20
&y Physical Disk 20
@Phvsical Disk 22
& Enclosures

Q Enclosure 21

@ rort Multipliers

Max number of disks for create VD
Available capacity for selected disk set

€ b

Event Logs(1~7/Total Events:7)

Adapter Class Time
VD Event 11/06/2009 15:12 Virtual disk 0 is deleted

VD Event 11/06/2009 15:12 Fast initialization on virtual disk 0 completed

@

@ VD Event 11/06/2009 15:12 Fast initialization on virtual disk 0 started

® VD Event 11/06/2009 15:12 Virtual disk 0 is created

@ PD Event 11/06/2009 15:10 Physical disk 22 has been assigned as spare drive
@ Adapter Event 11/06/2009 15:09 Auto-rebuild has been disabled

3-8 Creating Virtual Disk
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5. After selecting the physical disks, select Next as shown in Figure 3-7.

The Create New VD screen now presents options to configure the virtual disk, as shown in

Figure 3-8.

Note: Next is grayed-out until the minimum required number of physical disks are selected.

Figure 3-8 Create New VD

Marvell RAID
3: System

Create New VD

=4
Virtual Disks
= Physical Digks
&Phsical Disk 18
&yPhvsical Disk 20
Physical Disk 22
= Enclosures

Q Enclosure 21

@ rort Multipliers

Name :
Initialize :
Write Cache Mode :

Read Cache Mode :

VD_R1_1 RAID Set Size :

FastInitialization - Stripe Size :

Write B}mi(‘ﬁeﬁnrmance‘ ~ Gigabyte Rounding :

Read Ahead -

Selected RAID Level :

Available capacity for selected disk st :

€ b

Event Logs(1~7/Total Events:7)

Adapter Class

Time

VD Event
VD Event
VD Event
VD Event
PD Event
Adapter Event

11/06/2009 15:12
11/06/2009 15:12
11/06/2009 15:12
11/06/2009 15:12
11/06/2009 15:10
11/06/2009 15:09

Virtual disk 0 is deleted

Fast initialization on virtual disk 0 completed

Fast initialization on virtual disk 0 started

Virtual disk 0 is created

Physical disk 22 has been assigned as spare drive

Auto-rebuild has been disabled

6. As shown in Figure 3-8, MRU assigns a default name to the virtual disk. You can type a new
name in the Name field.

Creating Virtual Disk
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7. After selecting the Name, select the Initialization method for the virtual disk.

As shown in Figure 3-9, MRU has three options for Initialization, with the default being Fast
Initialization.

Note: For information on Initialization, see Appendix D, Glossary.

Figure 3-9 Initialization

Marvell RAID

1 Physical Disks

&yPhsical Disk 18
&yPhvsical Disk 20
@Physical Disk 22

=]

€

Virtual Disks

Enclosures

OEnclnsure 21
@ rort Multipliers

Create New VD

Name :
Initialize :
Write Cache Mode :

Read Cache Mode :

FastInitialization

Na Initialization

FastInitialization

Background Initialization
Read ANeaa -

RAID Set Size :
Stripe Size :

Gigabyte Rounding :

Selected RAID Level :

Available capacity for selected disk st :

RAID 1
232.8 GB

b

Event Logs(1~7/Total Events:7)

Adapter

Class

Time

@
@
@
(0]
@

VD Event
VD Event
VD Event
VD Event
PD Event
Adapter Event

11/06/2009 15:12
11/06/2009 15:12
11/06/2009 15:12
11/06/2009 15:12
11/06/2009 15:10
11/06/2009 15:09

Virtual disk 0 is deleted

Fast initialization on virtual disk 0 completed
Fast initialization on virtual disk 0 started
Virtual disk 0 is created

Physical disk 22 has been assigned as spare drive

Auto-rebuild has been disabled
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8. After selecting the Initialization method, select Write Cache Mode for the virtual disk.

As shown in Figure 3-10, MRU has two options for Write Cache Mode, with the default being
Write Back (Performance).

Note: For information on Write Cache Mode, see Appendix D, Glossary.

Figure 3-10 Write Cache Mode

Marvell RAID

1 Physical Disks

&yPhsical Disk 18
&yPhvsical Disk 20
@Physical Disk 22

=]

€

Virtual Disks

Enclosures

OEnclnsure 21
@ rort Multipliers

Create New VD

Name :
Initialize :
Write Cache Mode :

Read Cache Mode :

VD_RI_1
FastInitialization b

‘Write Back(Performance n
Write Back(Performance)

‘Write Through(Reliable)

RAID Set Size :
Stripe Size :

Gigabyte Rounding :

Selected RAID Level :

Available capacity for selected disk st :

RAID 1
232.8 GB

b

Event Logs(1~7/Total Events:7)

Adapter

Class

Time

@
@
@
(0]
@

VD Event
VD Event
VD Event
VD Event
PD Event
Adapter Event

11/06/2009 15:12
11/06/2009 15:12
11/06/2009 15:12
11/06/2009 15:12
11/06/2009 15:10
11/06/2009 15:09

Virtual disk 0 is deleted

Fast initialization on virtual disk 0 completed
Fast initialization on virtual disk 0 started
Virtual disk 0 is created

Physical disk 22 has been assigned as spare drive

Auto-rebuild has been disabled

Creating Virtual Disk
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9. After selecting Write Cache Mode, select Read Cache Mode for the virtual disk.

As shown in Figure 3-11, MRU has two options for Read Cache Mode, with the default being
Read Ahead (Performance).

Note: For information on Read Cache Mode, see Appendix D, Glossary.
Figure 3-11 Read Cache Mode

Marvell RAID (lmissiiel ki

Create New VD

Name : VD_R1_1 RAID Sat Size :

Virtual Disks
1 Physical Disks Initialize : Fast Initialization - Stripe Size :

éPhVS\CE‘ Disk 18 Write Cache Mode : \Write Back(Performance. + Gigabyte Rounding :

&pPhysical Disk 20 _ -
Read Cache Mode : Read Ahead -

gPhvsical Disk 22 No Read Ahead

= Enclosures Read Ahead
OEnclnsure 21
@ Fort Multipliers

Selected RAID Level : : RAID 1
Available capacity for selected disk set : 232.8 GB

€ b

Event Logs(1~7/Total Events:7)

Adapter Class Time
VD Event 11/06/2009 15:12 Virtual disk 0 is deleted

@ VD Event 11/06/2009 15:12 Fast initialization on virtual disk 0 completed
@ VD Event 11/06/2009 15:12 Fast initialization on virtual disk 0 started
@ VD Event 11/06/2009 15:12 Virtual disk 0 is created
(0]

@

PD Event 11/06/2009 15:10 Physical disk 22 has been assigned as spare drive
Adapter Event 11/06/2009 15:09 Auto-rebuild has been disabled

3-12 Creating Virtual Disk
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10. After selecting Read Cache Mode, select Stripe Size for the virtual disk.

As shown in Figure 3-12, the RAID controller being used has four options for Stripe Size, with
the default being 64K.

Note: Availability of Stripe Sizes depends on the capabilities of the controller. For information on
Stripe Size, see Appendix D, Glossary.

Figure 3-12 Stripe Size

Marvell RAID (lmissiiel ki

@aSystem Create New VD
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Virtual Disks

= Physical Disks Initialize :
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Event Logs(1~7/Total Events:7)
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Adapter Event

11/06/2009 15:12
11/06/2009 15:12
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Fast initialization on virtual disk 0 completed

Fast initialization on virtual disk 0 started
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Auto-rebuild has been disabled
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11. After selecting Stripe Size, select the Gigabyte Rounding for the virtual disk.

As shown in Figure 3-13, the RAID controller being used has three options for Gigabyte
Rounding, with the default being 1G.

Note: For information on Gigabyte Rounding, see Appendix D, Glossary.

Figure 3-13 Gigabyte Rounding

Marvell RAID (lmissiiel ki

Create New VD

Name : VD_R1_1 RAID Sat Size :

Virtual Disks
1 Physical Disks Initialize : Fast Initialization - Stripe Size :

éPhVS\CE‘ Disk 18 Write Cache Mode : \Write Back(Performance. + Gigabyte Rounding :
&yPhysical Disk 20
@pPhveical Disk 22
= Enclosures
OEnclnsure 21
@ rort Multipliers

Read Cache Mode : Read Ahead -

Selected RAID Level :
Available capacity for selected disk st :

€ b

Event Logs(1~7/Total Events:7)

Adapter Class Time
VD Event 11/06/2009 15:12 Virtual disk 0 is deleted

@ VD Event 11/06/2009 15:12 Fast initialization on virtual disk 0 completed
@ VD Event 11/06/2009 15:12 Fast initialization on virtual disk 0 started
@ VD Event 11/06/2009 15:12 Virtual disk 0 is created
(0]

@

PD Event 11/06/2009 15:10 Physical disk 22 has been assigned as spare drive
Adapter Event 11/06/2009 15:09 Auto-rebuild has been disabled
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12. After selecting Gigabyte Rounding, select Submit to create the virtual disk.

MRU creates the virtual disk and displays the Property tab for the new virtual disk, as shown

in Figure 3-14.

Figure 3-14 VD Created
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3.3 Importing Virtual Disk

Some Marvell IOCs such as the 88SE63xx/88SE64xx support importing of virtual disks
created with other Marvell RAID controllers. If the IOC on your OEM host board supports
importing of virtual disks, then the foreign virtual disk is recognized by the controller, as
shown in Figure 3-15. To import this virtual disk, select Operation > Import Virtual Disk, as
shown in Figure 3-16. However, if the IOC on your OEM host board does not support
importing of virtual disks, then the physical disks comprising the foreign virtual disk are
simply recognized as Foreign Physical Disks, as shown in Figure 3-17. To release these
physicals disks from their foreign status, see section 3.5.6, Erasing RAID Configuration Data
on Foreign Physical Disk.

Figure 3-15 Foreign Virtual Disk
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Event Logs(78~97/Total Events:97)

Adapter Class Time Description
VD Event 12/01/2000 17:13 Virtual disk 0 is deleted

Miscellaneous Event| 12/01/2009 12:19 Virtual disk 0 missing disk(s) and went offline at boot

Miscellaneous Event| 12/01/2009 12:19 Physical disk missing from virtual disk 0 configuration at boot

Miscellaneous Event| 12/01/2009 12:19 Physical disk missing from virtual disk 0 configuration at boot
PD Event 12/01/2008 12:19 Physical disk 28 is plugged out

@ Miscellaneous Event| 12/01/2009 12:19 Virtual disk 0 missing disk(s) and went offline at boot
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Figure 3-16 Import Virtual Disk
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3.4 Managing Virtual Disk

This section discusses the following:

m  Viewing Properties of Virtual Disk

= Renaming Virtual Disk

m  Modifying Cache Modes for Virtual Disk

m Initializing Virtual Disk

m  Checking/Fixing Consistency of Virtual Disk

m  Scheduling Background Activities

= Controlling Rate of Background Activities

3.4.1 Viewing Properties of Virtual Disk

To view the properties of a virtual disk, select the Virtual Disk (Virtual Disk 0: (VD_R1_1)in
this example) in the list of system devices, as shown in Figure 3-18. Upon selection, MRU
displays the Property tab for the virtual disk.

Figure 3-18 Properties of Virtual Disk
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Virtual disk 0 is deleted

Fast initialization on virtual disk 0 completed

Fast initialization on virtual disk 0 started

Virtual disk 0 is created

Physical disk 22 has been assigned as spare drive

Auto-rebuild has been disabled

MRU uses different icons to indicate the status of the virtual disk. For more information, see

Appendix C, Icons used in MRU.
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3.4.2 Renaming Virtual Disk

The name for a virtual disk can be modified from the Property tab for the Virtual Disk, as
shown in Figure 3-19. Type a new name in the Name field and select Modify to confirm

changes.

Figure 3-19 Renaming Virtual Disk
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Note: Modify is grayed-out until the settings change.

3.4.3 Modifying Cache Modes for Virtual Disk

The Write Cache Mode and Read Cache Mode for a virtual disk can be modified from the
Property tab for the Virtual Disk, as shown in Figure 3-20. Select between the options
provided for each mode, and select Modify to confirm changes.
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Figure 3-20 Modifying Cache Modes

Marvell RATD (el AlRsiationd

&S\/stem
= g Adapter 0 = 5
= Virtual Disks —_—
Name VD_R1_1
QPhysu:a\ Disk 18 Write Cache Mode (2 write Back(Performance) @ write Through(Reliable)
& Fhysical Disk 20 Read Cache Mode @ Read Ahead (O No Read Ahead
= Physical Disks
T RAID Level RAID 1
@Physicﬂl Disk 18
&yPhysical Disk 20 ; Status Functional
dgPhvsical Disk 22 i size 232.0 GB
E-Friclosures Member Count 2
Enclosure 21
\‘. Stripe Size 64K
@Port Multipliers
“m »
Event Logs(1~7/Total Events:7) Save ) . Clear WI YD
Adapter Class Time Description
poy 0 VD Event 11/06/2009 15:12 | Virtual disk 0 is deletad &
(D 0 VD Event 11/06/2009 15:12 Fast initialization on virtual disk 0 completed
@ 1] VD Event 11/06/2009 15:12 Fast initialization on virtual disk 0 started =
@ 0 VD Event 11/06/2009 15:12 | Virtual disk 0 is created
@ ] PD Event 11/06/2009 15:10 Physical disk 22 has been assigned as spare drive TH
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Note: Modify is grayed-out until the settings change.

3.4.4 Initializing Virtual Disk
This section describes the procedure for initializing a virtual disk.

Note: For information on Initialization, see Appendix D, Glossary.

To initialize virtual disk

1. Select the Virtual Disk from the list of system devices.
2. Roll-over the Operation tab, and select Initialization, as shown in Figure 3-21.
The Initialization Options screen appears, as shown in Figure 3-21.
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Figure 3-21 Virtual Disk Operation Tab
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3. Select Background Initialization, as shown in Figure 3-21.

Figure 3-22 Initialization Options
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on Fast Initialization, see Appendix D, Glossary.

is only available during the virtual disk creation process. For information
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4. Select Start to begin background initialization, as shown in Figure 3-22.
Note: To schedule background initialization, see 3.4.6, Scheduling Background Activities

MRU displays Background Activity Progress in the Property tab for the Virtual Disk, as
shown in Figure 3-23.

Figure 3-23 Initialization Status
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Note: To set the rate of background initialization, see 3.4.7, Controlling Rate of Background

Activities.

5. Options to Pause, Resume, and Stop Background Initialization are available in the
Operation tab for the Virtual Disk.

3.4.5 Checking/Fixing Consistency of Virtual Disk

This section describes the procedure for checking and fixing consistency of a virtual disk.

Note: For information on Consistency Check, see Appendix D, Glossary.

To check/fix consistency of virtual disk

1. Perform a Background Initialization of the virtual disk before checking/fixing consistency, as
described in section 3.4.4, Initializing Virtual Disk.

2. Select the Virtual Disk from the list of system devices.

3. Roll-over the Operation tab, and select Consistency Check, as shown in Figure 3-24.

The Consistency Check Options screen appears, as shown in Figure 3-25.

3-22
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Figure 3-24 Virtual Disk Operation Tab
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4. As shown in Figure 3-25, select one of the following options:

m  Select Consistency Check to check and report data inconsistencies.

m  Select Consistency Fix to check, report, and resolve data inconsistencies.

Figure 3-25 Consistency Check Options
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Select Start to begin consistency check/fix, as shown in Figure 3-25.
Note: To schedule background initialization, see 3.4.6, Scheduling Background Activities

MRU displays Background Activity Progress in the Property tab for the Virtual Disk, as
shown in Figure 3-26.

Figure 3-26 Consistency Check Status
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VD Event 11/06/2009 15:12 Fast initialization on virtual disk 0 started

Note: To set the rate of background consistency check, see 3.4.7, Controlling Rate of Background
Activities.

Options to Pause, Resume, and Stop Consistency Check/Fix are available in the Operation
tab for the Virtual Disk.

3.4.6  Scheduling Background Activities

As a maintenance procedure for the virtual disk, MRU can schedule background activities
such as initialization and consistency check. This section describes the procedure to
schedule background activities in MRU.

To schedule background activities

1.
2.

3-24

Select the Virtual Disk from the list of system devices.

Roll-over the Operation tab, and select one of the following background activities, as shown
in Figure 3-27:

m  Select Initialization to schedule background initialization for virtual disk.
m  Select Consistency Check to schedule consistency check/fix for virtual disk.

The Background Activity Options (Initialization Options in this example) screen appears, as
shown in Figure 3-28.
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Figure 3-27 Selecting Background Activity
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3. Select Background Initialization, as shown in Figure 3-28.

Figure 3-28 Scheduling Activity
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4. Select Schedule to schedule background initialization, as shown in Figure 3-28.

The Schedule Time Setting window appears, as shown in Figure 3-29.
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5. As shown in Figure 3-29, select the Start time and Date for the first occurrence.

By default, MRU runs the activity Only once. Choose between the available options (Daily,
Weekly, Monthly) to schedule the background activity on a periodic basis.

Figure 3-29 Selecting Date and Time
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S MT WTFS
1(2(3|4| 5|67
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29/ 30

Close

Event Logs(1~10/Total Events:10)

Adapter Class

Time

VD Event
VD Event
VD Event
VD Event
VD Event
VD Event

11/06/2009 15:15
11/06/2009 15:15
11/06/2009 15:15
11/06/2009 15:12
11/06/2009 15:12
11/06/2009 15:12

Fast initialization on virtual disk 0 completed
Fast initialization on virtual disk 0 started
Virtual disk 0 is created

Virtual disk 0 is deleted

Fast initialization on virtual disk 0 completed

Fast initialization on virtual disk 0 started

6. After scheduling the activity, select Submit to confirm changes, as shown in Figure 3-29.

The Schedule Setting window appears, as shown in Figure 3-30, listing details of the

scheduled activity.

Note: Schedule Setting is now listed as an option in the System > Toolset menu. Use this option
to view the list of scheduled activities.
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Figure 3-30 Schedule Setting

Class BGA name Set time

2y Virtual Disks
& [@ Virtual Disk 0: (VD_R1,

vD Background Initislization Start ot 11/06/2008 15:16

&yPhysical Disk 18
&Physical Disk 20
& Physical Disks

&pPhysical Disk 18
&yPhysical Disk 20
@@Phveical Disk 22

= Enclosures
@ Enclosure 21
@ rort Multipliers

[ ——

Event Logs(1~10/Total Events:10)
Adapter Class Time
VD Event 11/06/2009 15:15 Fast initialization on virtual disk 0 completed
VD Event 11/06/2009 15:15 Fast initialization on virtual disk 0 started

[0] VD Event 11/06/2009 15:15 | Virtual disk 0 is created
A VD Event 11/06/2000 15:12 | Virtual disk 0 is deleted
@ VD Event 11/06/2009 15:12 Fast initialization on virtual disk 0 completed

VD Event 11/06/2009 15:12 Fast initialization on virtual disk O started

Note: Schedule Setting is not listed in the System > Toolset menu until an activity is scheduled.

3.4.7 Controlling Rate of Background Activities

The controller prioritizes background activities based on the specified control rates. When
background activities are in progress, the controller is still available to the OS for normal
operations. However, the response time may be slower depending on the background
activity control rate.

The rate of various background activities can be modified from the Property tab for the
Adapter, as shown in Figure 3-31. Move the slider to adjust the rates and then select Modify
to confirm changes.

Note: For information on Synchronization Rate, Initialization Rate, Rebuild Rate, and Media Patrol
Rate, see Appendix D, Glossary.
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Figure 3-31 Controlling Rate of Background Activities
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3.5 Managing Physical Disks

This section discusses the following:

m  Viewing Properties of Physical Disk

m Locating Physical Disk in Enclosure

m  Starting Media Patrol

m  Releasing an Offline Physical Disk from Virtual Disk

MARVELL CONFIDENTIAL - UNAUTHORIZED DISTRIBUTION OR USE STRICTLY PROHIBITED

m  Assigning Physical Disk as Global Spare Drive

= Erasing RAID Configuration Data on Foreign Physical Disk

3.5.1 Viewing Properties of Physical Disk

To view the properties of a physical disk, select the Physical Disk in the list of system
devices, as shown in Figure 3-32. Upon selection, MRU displays the Property tab for the

physical disk.

Figure 3-32 Properties of Physical Disk

Marvell RAID

& System
o g Adapter 0
Virtual Disks

&Physlcal Disk 22

= Enclosures

9 Enclosure 21

'Purt Multipliers

Type
Model
Size

Hot Spare

Locate

il status

Current speed
Adapter ID

Parent Device

Parent Device Port ID
Feature Support
Serial Number

Firmware Version
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SATA
WD3200AAKS-00YGAD
298.1 GB

No

OFF

Unconfigured

3Gb/s

0

Expander

4

NCQ 1.5Gb/s 3Gb/s 48Bits
WD-WCASF0124310

12.01C02

Event Logs(o~0/Total Events:0)

Adapter Class

Note: The properties of a physical disk can not be edited.

MRU uses different icons to indicate the status of the physical disk. For more information,

see Appendix C, Icons used in MRU.
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3.5.2 Locating Physical Disk in Enclosure

The Locate feature helps you identify a physical disk in an enclosure containing many
physical disks. It works either by switching the LED on the physical disk ON or making it blink.
The behavior of the Locate feature is determined by the design of the enclosure.

Note: The enclosure must support this feature for it to work.

To locate a physical disk

1. Select the Physical Disk, in the list of system devices, as shown in Figure 3-33.

2. Roll-over the Operation tab, and select Locate On to turn Locate on, as shown in
Figure 3-33.

Figure 3-33 Turn Locate On

Marvell RAID

BaSvstam | Locate On

= @ Adapter 0 -
Virtual Disks

Start Media Patrol 18

Type Set as Global Spare Drive SATA

& Physical Disks

Mol Set Frea WD3200AAKS-00YGAD

&pPhysical Disk 20 Size 298.1 GB
&Physical Disk 22

3 Enclosures
@ Enclosure 21 Locate -

'Purt Multipliers | status Unconfigured

Hot Spare No
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Current speed
Adapter ID

Parent Device

Feature Support

Serial Number

Firmware Version
b

Parent Device Port ID

3Gb/s

0

Expander

4

MNCQ 1.5Gb/s 3Gb/s 48Bits
WD-WCASF0124310

12.01C02

Event Logs(1~2/Total Events:2)

Adapter Class Time

@ 1] Adapter Event 11/06/2009
(D 1] Adapter Event 11/06/2009

15:09 Auto-rebuild has been disabled
15:09 Auto-rebuild has been enabled

To turn Locate off for a physical disk

1. Select the Physical Disk, in the list of system devices, as shown in Figure 3-34.

2. Roll-over the Operation tab, and select Locate Off to turn Locate off, as shown in

Figure 3-34.
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Figure 3-34 Turn Locate Off

Marvell RAID
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0
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4
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Event Logs(1~2/Total Events:2)

Adapter Class Time

@ 1] Adapter Event 11/06/2009 15:09 Auto-rebuild has been disabled
O 0 Adapter Event 11/06/2009 15:09 Auto-rebuild has been enabled

3.5.3  Starting Media Patrol

This section describes the procedure for starting media patrol on a configured physical disk

(that is part of a virtual disk) or a spare drive.

Note: For information on Media Patrol, see Appendix D, Glossary.

To start media patrol

1. Select the Physical Disk in the list of system devices.

2. Roll-over the Operation tab, and select Start Media Patrol as shown in Figure 3-35.
MRU displays Background Activity Progress in the Property tab for the Physical Disk.
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Figure 3-35 Starting Media Patrol
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Firmware Version
] »

SATA
WD3200AAKS-00YGAD
208.1GB
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m

Event Logs(1~7/Total Events:7) Save y  Cleary

Adapter Class Time Description
A 1] VD Event 11/06/2009 15:12 Virtual disk 0 is deleted |
@ 1] VD Event 11/06/2009 15:12 Fast initialization on virtual disk 0 completed
@ 1] VD Event 11/06/2009 15:12 Fast initialization on virtual disk 0 started E
@ 1] VD Event 11/06/2009 15:12 Virtual disk 0 is created
@ 1] PD Event 11/06/2009 15:10 Physical disk 22 has been assigned as spare drive W
@ 1] Adapter Event 11/06/2009 15:09 Auto-rebuild has been disabled s

3. Optionsto Pause, Resume, and Stop Media Patrol are available in the Operation tab for the

Virtual Disk.

3.54

Releasing an Offline Physical Disk from Virtual Disk

This section describes the procedure for releasing an offline physical disk from a virtual disk.
For information on offline physical disks, see Appendix C, Icons used in MRU.

To release an offline physical disk

1. Select offline Physical Disk in the list of system devices.

2. Rollover the Operation tab, and select Set Free.

The physical disk is how released from the virtual disk.

3.5.5

Assigning Physical Disk as Global Spare Drive

You can assign spare drives that can be used for Rebuilding Degraded Virtual Disk. Global
spare drives can be used by any virtual disk. Only an unconfigured physical disk can be
assigned as a spare drive. A physical disk which is either fully or partially configured cannot

be used as a spare drive.

To assign physical disk as global spare drive

1. Select Physical Disk.

2. Roll-over the Operation tab, and select Set as Global Spare Drive, as shown in Figure 3-36.

MRU confirms the assignment as shown in Figure 3-37.
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Figure 3-36 Assigning Physical Disk as Global Spare Drive
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Figure 3-37 Spare Confirmation
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3.5.6

3-34

To release a physical disk from spare drive status

1. Select an unconfigured Spare Drive.
2. Roll-over the Operation tab, and select Unset as Global Spare Drive.
MRU confirms the change by updating the Status of the physical disk in the Property tab.

Erasing RAID Configuration Data on Foreign Physical Disk

This section describes the procedure to erase RAID configuration data (if any) on a foreign
physical disk.

Note: The RAID controller stores RAID configuration data on all physical disks that are part of a virtual
disk. RAID configuration data must be erased on the physical disk before it can be used with another

virtual disk.

To erase RAID configuration data

WARNING If the physical disk was originally part of another virtual disk, erasing RAID

A

tolerance capabilities.

configuration data may damage that virtual disk, depending on its fault

1. Select foreign Physical Disk in the list of system devices, as shown in Figure 3-38.

2. Rollover the Operation tab, and select Erase Foreign Configuration, as shown in

Figure 3-38.

Figure 3-38 Erasing RAID Configuration Data on Foreign Physical Disk
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3.6 Managing Enclosures

This section discusses the following:

m  Viewing Properties of Expander
m  Viewing Properties of Port Multiplier

3.6.1 Viewing Properties of Expander

To view the properties of an expander, select the Enclosure in the list of system devices, as
shown in Figure 3-39. Upon selection, MRU displays the Property tab for the Enclosure.

Figure 3-39 Properties of Expander

Marvell RAID
[n System

= 'Adaptar 0 = 5
Virtual Disks

& Physical Disks
&Physi:al Disk 18 Vendor ID AIC

Status oK

&Physical Disk 20 Product ID 5/10D Expander
@Physicﬂ Disk 22

Product Revision 304C

= Enclosures
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. Power 1 gs

>
"~ Expander 1 i IE'

Event Logs(1~3/Total Events:3)
Adapter Class Time Description

PD Event 11/06/2009 15:10 Physical disk 22 has been assigned as spare drive
Adapter Event 11/06/2009 15:09 Auto-rebuild has been disabled
Adapter Event 11/06/2009 15:09 Auto-rebuild has been enabled

By default, the detailed properties of enclosure elements are hidden. Click the arrow, as
shown in Figure 3-39, to view detailed properties.

Figure 3-40 shows the detailed properties for Expander 1. Click the arrow, as shown in
Figure 3-40, to hide detalils.
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Figure 3-40 Detailed Properties of Expander
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Event Logs(1~3/Total Events:3)
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11/06/2009 15:09 Auto-rebuild has been disabled
11/06/2009 15:09 Auto-rebuild has been enabled

Adapter Event
Adapter Event
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3.6.2  Viewing Properties of Port Multiplier

To view the properties of a port multiplier, select Port Multipliers in the list of system devices.
Upon selection, MRU displays the Property tab listing all port multipliers connected to the
RAID controller, as shown in Figure 3-41.

Select [Detail>>], as shown in Figure 3-41, to view detailed properties of the port multiplier.
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Figure 3-41 Properties of Port Multiplier
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Adapter Class Time Description
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Adapter Event 11/06/2009 15:09 Auto-rebuild has been enabled

Figure 3-42 shows detailed properties of port multiplier PM 1. Select [Detail>>], as shown in
Figure 3-42, to hide details.

Figure 3-42 Detailed Properties of Port Multiplier
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PD Event 11/06/2009 15:10 Physical disk 22 has been assigned as spare drive
Adapter Event 11/06/2009 15:09 Auto-rebuild has been disabled
Adapter Event 11/06/2009 15:09 Auto-rebuild has been enabled
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3.7 Monitoring Virtual Disk

This section discusses the following:

m  Receiving E-mail Event Notifications
= Viewing Events using Windows Event Viewer
= Enabling Alarm for Critical Events

3.7.1  Receiving E-mail Event Notifications

MRU can send event notifications to a user’s email account. This requires a working SMTP
email server. This involves the following two steps:

m  Configuring SMTP E-mail Server Settings
m  Selecting Event Notifications
3.7.1.1 Configuring SMTP E-mail Server Settings

This section describes the procedure to configure SMTP e-mail server settings in MRU.

To configure SMTP e-mail server settings

1. Select System in the list of system devices.
2. Roll-over the Toolset tab, and select Email Setting, as shown in Figure 3-43.
The Email Setting window appears, as shown in Figure 3-44.

Figure 3-43 System Toolset Menu
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Host Name | Email Setting MARVELL-PC

Virtual Disks
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Figure 3-44 Email Settings
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Adapter Class

3. Configure the email server settings, and select Test setting, as shown in Figure 3-44.
MRU sends a test mail to the configured email address. If the test mail is received, the

settings are working correctly.
4. Select Submit to save settings.

MRU confirms changes with the message Setting updated successfully!

3.7.1.2 Selecting Event Notifications

This section describes the procedure for selecting event types (information, error, warning)

that trigger email notifications.

Note: For information on the icons used for different event types, see Appendix C, Icons used in MRU.

To receive e-mail event notifications

1. Select System in the list of system devices.

2. Roll-over the Toolset tab, and select Account Manager, as shown in Figure 3-45.

The Account Manage window appears, as shown in Figure 3-46.
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Figure 3-45 System Toolset Menu

Host Name MARVELL-PC
Virtual Disks

Host IP 127.0.0.1

1 Physical Disks
6physiga| Disk 18 MRU Version 4.1.0.1503
&Physical Disk 20 RAID XML Version 1.2.0.7
&Physical Disk 22

& Endosures
QEﬂclusure 21 Extension API Version 1.0.0.19

RAID Service Agent Version 2.1.0:1

'Pnrt Multipliers il RAID API Version 5.0.0.1004

< b

Event Logs(o~0/Total Events:0)
Adapter Class

Figure 3-46 Account Manage

=

Marvell RAID

L Account Manage

= @ Adapter 0
_Virtual Disks

Login name : marvell

é Physical Disks Email address : test@marvell.com

gPhysi:al Disk 18
gPhysi:al Disk 20 Event notification level

&yPhysical Disk 22 Error Warning [Cinfo <Slear ) (AL )

& Endlosures

OEnclusure 21

'Purt Multipliers

< r

Event Logs(0~0/Total Events:0)

Adapter Class

3. Type the E-mail address, as shown in Figure 3-46.

Note: The E-mail address must be valid for the SMTP server configured in Email Setting.
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3.7.2

3.7.3

Specify the event types that trigger email notifications by selecting options for Event
notification level, as shown in Figure 3-46.

Select Submit to save settings.
MRU confirms changes with the message Account updated successfully!

Viewing Events using Windows Event Viewer
Note: This section applies only to Windows OS.

In Windows, MRU events can also be viewed in the Event Viewer (since adapter events are
triggered by the OS/driver).

To view events in the Windows Event Viewer

1. From the Start menu, right-click My Computer, and select Manage.

The Computer Management utility appears, as shown in Figure 3-47.

Browse to System Tools > Event Viewer > System to view all system events including that
of MRU, as shown in Figure 3-47.

Figure 3-47 Event Viewer (Windows XP)

=/ Computer Management E@@

Q File  Action Wiew ‘Window Help ;@JJ
& ] B &
"—_'-] Computer Management (Local} | Type Date Time Saurce Categary Evert | User Computer ~
=l System ook Dinformation  11/16/2009 1042101 ... Service Control Manager  Hone 0% MA SCPC335
= (@ Event:¥iewsr @frformstion  11/16/2008  10:41:54 ... Service Cortrol Manager  Hore 7036 MA SCPCIIE
Application Dinformation  11/16/2009  10:41:54 ... Service Control Manager  Hone 7035 SYSTEM SCRC3I5
o IS';::E Explorer Dinfomation  11/16/2009 1031149 .. Servics Control Mancger  hone 03 MR SC-PC33S
ﬂ!l o '\:,)InFnrmatinn 11/16f2009 10:30:47 ... Service Control Manager  Mone 7036 Mf& SC-PC335
& hared Folders @Infarmation 11/18f2009 10:30047 .., Service Control Manager  Mone 7035 SYSTEM SC-PC335
E Lacal Users and Groups '\?Infarmatlon 11/18f2009 1030037 ... Service Control Manager  Mone 7038 MfA SC-PC335
] Performance Logs and Alerts | @Infurmatiun 11/16/2009 10:30:30 ... Service Control Manager  Mone 036 MfA SC-PC335
g Device Manager @mfarmation 11/16j2009 10130030 .., Service Control Manager  Mone 7035 SYSTEM SC-PC335
= & Storage @InFnrmatinn 11162009 10:23:57 ...  Service Control Manager  MNome 7035 SYSTEM SC-PC335
g Removable Storage @Infurmatiun 11/16/2009 2:33:48 AM  Service Control Manager  Mone 7036 MfA SC-PC335
g Disk Defragmenter ‘:i)lnfarmatlon 11/18f2009 W27:29 M Service Control Manager  Mone 7036 MfA SC-PC335
E: Disk Managernent ':i‘)InFDrmatinn 1116/2009 N27:29AM  Service Control Manager  None 7035 wijayy SC-PC335
] ﬁ? Services and Applications QEerr 11/16/2009 9:26:06 AM  Browser Mone 8032 MA SC-PC335
@Warn\ng 11/18f2009 024:02 AM  Browser Mone 8021 MfA SC-PC335
@InFDrmation 11/16/2009 2353 AM  Service Control Manager  Mone 7036 Mf& SC-PC3I3S
@mfarmation 11/18f2009 W2351 AM  Service Control Manager  Mone 7036 MfA SC-PC335
@Infarmatlon 11/18f2009 223:50 AM  Service Control Manager  Mone 7035 SYSTEM SC-PC335
@Infurmatiun 11162009 92548 AM  Service Control Manager  None 7035 SYSTEM SC-PC335
‘:i)lnfarmation 11/1812009 W2348 AM  Service Control Manager  Mone 7036 MfA SC-PC335
':i‘)InFnrmatinn 11/16f2009 W23:44 AW W32Time Mone 35 Mf& SC-PC335
'@Infurmatiun 11162009 2541 AWM Service Control Manager  None 7036 MfA SC-PC335
':i)lnfarmatlon 11/18f2009 223141 AM  Service Control Manager  Mone 7035 SYSTEM SC-PC335
@InFnrmatinn 11/16f2009 223141 AM  Service Control Manager  Mone 7036 Mf& SC-PC335
@mfarmation 11/18f2009 W2341 AM  Service Control Manager  Mone 7035 SYSTEM SC-PC335
@Infarmatlon 11/18f2009 §23:141 AM  Service Control Manager  Mone 7036 MfA SC-PC335
@InFDrmation 11/16/2009 22340 AM Service Control Manager  Mone 7035 SYSTEM SC-PC335
| ‘:i)lnfurmation 11/16j2009 MZ3:0L AM - SRTSP Mone 2003 A SC-PC335
< (= ':iF?InFnrmatlnn 11/18f2009 WN2257 AM b5Twzk Mone 9 MfA SC-PC335 v

Enabling Alarm for Critical Events

MRU can play an audible alarm when critical events (warning and error) occur. When a
hardware buzzer is present, the buzzer is also sounded. The audible alarm is disabled by

default.
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The alarm can be enabled/disabled from the following two locations:

m The Property tab for the Adapter provides options to enable/disable/mute the alarm, as
shown in Figure 3-48.

= In Windows, you can also use the Tray Application, as shown in Figure 3-49.

Figure 3-48 Enabling Alarm using MRU

Marvell RAID feuslh (opciation)

Virtual Disks Maximum PD per Adapter

= Physical Disks Maximum VD per Adapter
§pFhysical Disk 18
§yFhysical Disk 20
&pPhysical Disk 22

Maximum PD per VD

Maximum Port Multiplier
E;I Enclosures Maximum Expander
OEnclnsure 21 ; Synchronization Rate ] 50%
@ Fort Multipliers

°| Initislization Rate ] 50%

Rebuild Rate | 50%
Media Patrol Rate 100%
Auto-Rebuild @ ON O OF

Poll S.M.A.R.T Status 71 ON @ OFF

Module Consolidate @ ON ©) OFF

Alarm 1 ON @ OFF

. | serial Number MRVL9480000447391641

Event Logs(o~0/Total Events:0)
Adapter Class

Figure 3-49 Enabling Alarm using Tray Application

Open MR
Enable Alarm

Disable Event Message
fbout Raid Tray

Note: See 2.4.2, Enable/Disable Alarm for information on enabling/disabling alarm using the Tray
Application.
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3.8 Migrating Virtual Disk

This section discusses the following:

= Migrating Virtual Disk to Higher RAID Level
m  Expanding Disk Capacity on Operating Virtual Disk

3.8.1  Migrating Virtual Disk to Higher RAID Level

It is not possible to migrate a virtual disk to another RAID level. If you wish to change the
RAID level for an operating virtual disk, create a new virtual disk with the desired
configuration and transfer data from the existing virtual disk.

Note: RAID-On-Chip controllers support migration of arrays to a higher RAID Level. See
5.9.1, Migrating Array to Higher RAID Level.

3.8.2 Expanding Disk Capacity on Operating Virtual Disk

It is not possible to expand disk capacity on an operating virtual disk. If you wish to expand
capacity, create a new virtual disk with the desired configuration and transfer data from the
existing virtual disk.

Note: RAID-On-Chip controllers support capacity expansion of operating arrays. See 5.9.1, Migrating
Array to Higher RAID Level.
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3.9 Rebuilding Degraded Virtual Disk
MRU can rebuild a fault-tolerant virtual disk by reconstructing data from parity or mirror
information from the member physical disks. When a virtual disk becomes degraded due to
the failure of one or more physical disks, MRU updates the status of the virtual disk to
Degraded. The degraded virtual disk can be rebuilt in the following ways:
m  Automatically Rebuilding Degraded Virtual Disk
= Manually Rebuilding Degraded Virtual Disk
3.9.1 Automatically Rebuilding Degraded Virtual Disk
This section discusses the following:
= Enabling Auto-Rebuild
m  Auto-Rebuild with Hot Spare
m  Auto-Rebuild with Hot Swap
3.9.1.1 Enabling Auto-Rebuild
Auto-Rebuild is disabled by default. You can enable Auto-Rebuild in the Property tab for
the Adapter, as shown in Figure 3-50. After enabling Auto-Rebuild, select Modify to confirm
the change.
Figure 3-50 Enabling Auto-Rebuild
| MarvellRATD  fusns ASesiaiion
,3,5yst s
= ’uks Maximum PD per Adapter
= Physical Disks Maximum VD per Adapter
0Physu:al Disk 18 Maximum PD per VD
ﬂPhys!:al D!Sk 20 Maximum Port Multiplier
0th&lca| Disk 22
& Enclosures Maximum Expander
\’Enclusure 21 ; Synchronization Rate Low | High 50%
'Fﬂﬂ i ‘| Initialization Rate Luw! High s0%
Rebuild Rate Low | | High s0%
Media Patrol Rate Low L High 100%
Auto-Rebuild ) ON @ OFF I
Poll 5.M.A.R.T Status ) ON @ OFF
Madule Consclidate @ ON ©) OFF
Alarm ) ON @ OFF
¥ Serial Number MRVL9480000447391641
| Event Logs(o~0/Total Events:0)
Adapter Class
Note: If your degraded virtual disk does not auto-rebuild even when a global spare drive is available,
verify that the spare drive is suitable for the virtual disk.
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3.9.1.2 Auto-Rebuild with Hot Spare

When Auto-Rebuild is enabled and a suitable global spare drive is available, MRU can
automatically rebuild a virtual disk when it becomes degraded. To assign a physical disk as
a global spare drive, see section 3.5.5, Assigning Physical Disk as Global Spare Drive.

3.9.1.3 Auto-Rebuild with Hot Swap

In the absence of a global spare drive, you can auto-rebuild by hot-swapping another
physical disk in the same location. MRU automatically rebuilds the virtual disk when it detects
an online physical disk at that location.

3.9.2 Manually Rebuilding Degraded Virtual Disk

This section describes the procedure for manually rebuilding a degraded virtual disk when
Auto-Rebuild is disabled.

To manually rebuild a degraded virtual disk

1. Select the degraded Virtual Disk in the list of system devices, as shown in Figure 3-51.
2. Roll-over the Operation tab, and select Rebuild, as shown in Figure 3-51.
MRU displays available global spare drives, as shown in Figure 3-52.

Note: To assign a physical disk as a global spare drive, see section 3.5.5, Assigning Physical Disk
as Global Spare Drive.

Figure 3-51 Degraded Virtual Disk

| Marvell RAID
;3, System

& @ Adapter 0
= Virtual Disks

Rebuild 1)1

7| write Cache|m¢ Delete VD ritk Back(Performance) () Write Through(Reliable)

Physical Disks Read Cache Mode @ Read Ahead ) No Read Ahead
&yPhysical Disk 18
@Phys\cﬂ\ Disk 22

e B S8 | Status Degraded

RAID Level RAID 1

@ Enclosure 21 | Size 232.0GB

@prort Multipliers Member Count 2

Stripe Size 64 K

< m { v

Event Logs(7~26/Total Events:26)
Adapter Class Time Description

VD Event 11/06/2009 15:21 Virtual disk 0 is degraded

PD Event 11/06/2009 15:21 Physical disk 20 is plugged out

VD Event 11/06/2009 15:19 Fast initialization on virtual disk 0 completed
VD Event 11/06/2009 15:19 Fast initialization on virtual disk 0 started
VD Event 11/06/2009 15:19 Virtual disk 0 is created

VD Event 11/06/2009 15:19 Virtual disk 0 is deleted
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Figure 3-52 Available Global Spare Drives

Marvell RAID |
@5\’“3’" This operation will rebuild with selected Physical Disk on the Virtual Disk (nzms: VvD_R1_1)
5 @ Adapter 0

1 Virtual Disks

EREYiriual Disk 0: (VDRI
&Physical Disk 18
& Physical Disks
ﬁPhysical Disk 18
@Physical Disk 22
= Enclosures
QEnclusura 21

@pPort Multipliers

‘ m 3

Event Logs(7~26/Total Events:26)
Adapter Class Time
VD Event 11/06/2009 15:21 Virtual disk 0 is degraded

PD Event 11/06/2009 15:21 Physical disk 20 is plugged out

VD Event 11/06/2009 15:19 Fast initialization on virtual disk 0 completed
VD Event 11/06/2009 15:19 Fast initialization on virtual disk 0 started
VD Event 11/06/2009 15:19 Virtual disk 0 is created

VD Event 11/06/2009 15:19 Virtual disk 0 is deleted

3. Select Spare Drive(s) from the list, as shown in Figure 3-52.
When a spare drive is selected, a check mark is placed next to it, as shown in Figure 3-53.
Figure 3-53 Select Spare Drive

Marvell RAID

@5\’“3’" This operation will rebuild with selected Physical Disk on the Virtual Disk (nzms: VvD_R1_1)
5 @ Adapter 0
1 Virtual Disks

EREYiriual Disk 0: (VD R1
&Physical Disk 18
& Physical Disks
ﬁPhysical Disk 18
@Physical Disk 22
= Enclosures
QEnclusura 21

@pPort Multipliers

‘ m 3

Event Logs(7~26/Total Events:26)
Adapter Class Time
VD Event 11/06/2009 15:21 Virtual disk 0 is degraded

PD Event 11/06/2009 15:21 Physical disk 20 is plugged out

VD Event 11/06/2009 15:19 Fast initialization on virtual disk 0 completed
VD Event 11/06/2009 15:19 Fast initialization on virtual disk 0 started
VD Event 11/06/2009 15:19 Virtual disk 0 is created

VD Event 11/06/2009 15:19 Virtual disk 0 is deleted
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4. Select Submit to begin the rebuild process, as shown in Figure 3-53.

MRU displays the Background Activity Progress in the Property tab for the Virtual Disk,
as shown in Figure 3-54.

Figure 3-54 Rebuild Status

Marvell RAID
&System
= 'Adapteru
& Virtual Disks

D o

vD_R1_1
EREN.itual Disic 0: (VD RL R e

6‘,Phys|:al Disk 18 Write Cache Mode @) write Back(Performance) (©) Write Through(Reliable)
dprivsicalDiske22 Read Cache Mode @ Read Ahead ® No Read Ahead
=} Physical Disks
i &pFhysical Disk 18
&pPhysical Disk 22 .| Status Degraded

RAID Level RAID 1

= Enclosures i size 232.0GB
A Enclosure 21
@Port Multipliers

Member Count 2

Stripe Size 64 K

Background Activity Progress Rebuild 0%

« m 3

Event Logs(7~26/Total Events:26)
Adapter Class Time
VD Event 11/06/2009 15:21 Virtual disk 0 is degraded

PD Event 11/06/2009 15:21 Physical disk 20 is plugged out

VD Event 11/06/2009 15:19 Fast initialization on virtual disk 0 completed
VD Event 11/06/2009 15:19 Fast initialization on virtual disk 0 started
VD Event 11/06/2009 15:19 Virtual disk 0 is created

VD Event 11/06/2009 15:19 Virtual disk 0 is deleted

5. Options to Pause, Resume, and Stop Rebuild are available in the Operation tab for the

Virtual Disk.
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3.10 Deleting Virtual Disk

This section describes the procedure for deleting a virtual disk.

Note: After deleting a virtual disk, the physical disks constituting the virtual disk become available for
use in other virtual disks.

To delete a virtual disk

WARNING Deleting a virtual disk permanently erases all data on the virtual disk. However,
C you can choose to keep partition information on the virtual disk.

1. Select the Virtual Disk in the list of system of devices.
The Property tab for the Virtual Disk appears.

2. Roll-over the Operation tab and select Delete VD, as shown in Figure 3-55.
Figure 3-55 Delete VD

Marvell RAID
;Bﬂsystem
o @ Adapter 0
& Virtual Disks

D

(Name Id |1

Qthsu:a\ Disk 18 ‘Write Cache iffe Back(Performance) () write Through(Reliable)

Qths\ca\ Disk 22 Read Cache Stop Rebuild

=.Physical Disks il
1= L RAID Level Pause Rebuild 1

dd Ahead (2 No Read Ahead

&yPhysical Disk 18
&pPhysical Disk 22 : Status Degraded
= Enclosures ‘| size 232.0 GB
@ Enclosure 21
'Purt Multipliers

Member Count 2
Stripe Size 64 K

Background Activity Progress Rebuild 0%

4 . ] »

Event Logs(15~34/Total Events:34)
| Adapter Class Time
VD Event 11/06/2009 15:22 Virtual disk 0 is degraded
@ VD Event 11/06/2009 15:22 Rebuild disk on virtual disk 0 resumed
@ PD Event 11/06/2009 15:22 Physical disk 18 is plugged in
A PD Event 11/06/2009 15:22 Physical disk 18 is plugged out
0]
X

VD Event 11/06/2009 15:22 Rebuild disk on virtual disk 0 failed
VD Event 11/06/2009 15:22 Virtual disk 0 is offline

3. MRU displays the warning All data on this virtual disk will be erased once it is deleted!
Select OK to acknowledge the warning.

4. MRU requests confirmation of deletion with a pop-up message Are you sure you want to
delete this virtual disk?

8cmymtbz810-gd8biy0x * Lycom Technology, Inc. * UNDER NDA# 12103316

Select OK to confirm deletion.

5. MRU displays a pop-up message asking Do you want to delete the partition information
if this has one?

Select OK to delete partition information or Cancel to keep partition information.
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3.11

Updating RAID Controller BIOS

The RAID controller BIOS can be updated using MRU. Before updating the BIOS, it is
recommended that you backup the existing BIOS. This is useful if you need to revert to the
existing BIOS for any reason.

This section discusses the following:

m  Backup BIOS
= Update BIOS
3.11.1 Backup BIOS

This section describes the procedure to backup the existing RAID controller BIOS image.

To backup BIOS

1.
2.

Select Adapter.

Roll-over the Operation tab, and select Backup BIOS, as shown in Figure 3-56.

A File Download dialog appears, as shown in Figure 3-57.

Figure 3-56 Backup BIOS

Marvell RAID

. Virtual Disks

= Physical Disks
&Physical Disk 18
&yPhysical Disk 20
@Physu:a\ Disk 22

=} Enclosures

.\’Enclnsure 21
@rort Multipliers

<
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BIOS Versior|
Driver Versio

Chip Revisiofi

Quick Create VD
Update BIOS

Backup BIOS

Vendor ID
Sub Vendor ID

Device ID

il sub Device ID

Port Count

Max PCle Speed
Current PCle Speed
Max PCle Link
Current PCle Link
Supported RAID Mode

Supported Stripe Size

4.0.0.1400
4.0.0.1707
1

a8x

8x

RAIDO RAID1 RAID10 RAID1E RAIDS
16K 32K 64K 128K

Event Logs(1~7/Total Events:7)

Adapter

Class

Time

@
@
@
@
0]

VD Event
VD Event
VD Event
VD Event
PD Event

Adapter Event

11/06/2009 15:12
11/06/2009 15:12
11/06/2009 15:12
11/06/2009 15:12
11/06/2009 15:10
11/06/2009 15:09

Fast initialization on

Fast initialization on

Physical disk 22 has

Virtual disk 0 is deleted

wirtual disk 0 completed
wvirtual disk O started

Virtual disk 0 is created

been assigned as spare drive

Auto-rebuild has been disabled
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Figure 3-57 Backup Existing BIOS Image

File Download | 28 =

Do you want to save this file. or find a program online to open
it?

Mame: BINFILE20091106.bin
Type: Unknown File Type, 151KE
From: localhost

Find ] [ Save ] [ Cancel ]

i | While files from the Intemet can be useful, some files can potentialhy
@ ham your computer. i you do not trust the source, do not find a
= program to open this file or save this file. What 's the rsk?

L

A

3. Select Save and follow on-screen instructions to save the file to the desired location.

3.11.2 Update BIOS

This section describes the procedure to update the RAID controller BIOS image.

Updating RAID Controller BIOS

To Update the BIOS
1. Backup the BIOS, as described in section 3.11.1, Backup BIOS.
2. Select Adapter.
3. Roll-over the Operation tab, and select Update BIOS, as shown in Figure 3-58.
A Update BIOS dialog appears, as shown in Figure 3-59.
3-50
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Figure 3-58 Update BIOS

Marvell RAID
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; &yPhysical Disk 18
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dghysical Disk 22

o Enclosures
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@prort Multipliers
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Supported RAID Mode

Supported Stripe Size

|

BIOS Versior| Quick Create VD 4.0.0.1400
Driver Version | Update BIOS 4.0.0.1707
Chip Revisiof I, Backup BIOS 1
Vendor ID 1B4B
Sub Vendor ID 1848

i Device ID 9480

Sub Device ID 2480
Port Count 8
Max PCle Speed 5Gb/s
Current PCle Speed 5Gb/s
Max PCle Link ax
Current PCle Link ax

RAIDO RAID1 RAID10 RAID1E RAIDS

16K 32K 64K 128K

Event Logs(1~7/Total Events:7) Save )  Clear PDIYD
Adapter Class Time Description
A 1] VD Event 11/06/2009 15:12 Virtual disk 0 is deleted S
@ 1] VD Event 11/06/2009 15:12 Fast initialization on virtual disk 0 completed
@ 1] VD Event 11/06/2009 15:12 Fast initialization on virtual disk O started
@ 1] VD Event 11/06/2009 15:12 Virtual disk 0 is created
@ 1] PD Event 11/06/2009 15:10 Physical disk 22 has been assigned as spare drive
@ 1] Adapter Event 11/06/2009 15:09 Auto-rebuild has been disabled il

Figure 3-59 Update BIOS Image

Update BIOS

BIOS

file:

Get Version | | Update | ’ Cancel ]

4. Browse to the location of the BIOS image, and select Update to update BIOS image.
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Creating Virtual Disk

Managing Virtual Disk
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4.1 Overview

An 10 Processor (IOP) is similar to an IOC, except that it contains an on-board CPU that
enables hardware RAID functionality. At this time, MRU supports the Marvell 88SE91xx
6 Gbps SATA RAID IOP can create and manage RAID 0 and RAID 1 virtual disks.

Note: MRU v4.1.1503 is an early build that does not offer complete support for 88SE91xx IOP. The
Marvell BIOS Utility (MBU) for 88SE91xx offers more flexibility for creating and managing virtual disks.
For more information, see Appendix A, MBU for 88SE91xx 10 Processor (IOP). Check the OEM
website for an updated version of MRU that offers enhanced support for the 88SE91xx.

4-2 Overview
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4.2 Creating Virtual Disk

This section discusses the following:

m  Optimizing Virtual Disk for Performance/Reliability
m  Customizing Virtual Disk for your Application

4.2.1  Optimizing Virtual Disk for Performance/Reliability

This section describes the procedure to quickly create a virtual disk that is optimized for
either best read/write performance or best fault tolerance (reliability).

Note: This is particularly useful if you are new to RAID technology and are not sure about which RAID
level suits your application the most.

To quickly create virtual disk optimized for performance/reliability

1. Select Adapter.
2. Roll-over the Operation tab, and select Quick Create VD, as shown in Figure 4-1.
The Create Options screen appears, as shown in Figure 4-2.

Figure 4-1 Quick Create VD

Marvell RAID
s System

jadapter O e
o | ik G

* Virtual Disks Sub Device I
= Physical Digks Port Count

&prhysical Disk 0 Max PCle Speed
&pPhysicsl Disk 9

Current PCle Speed

= Enclosures
@Port Multipliers Max PCle Link
.| Current PCle Link

i Supported RAID Mode RAIDO RAID1
Supported Stripe Size 32K 64K
Supported VD Cache None
Maximum PD per Adapter 16

Maximum VD per Adapter 2

Maximum PD per VD 2

Maximum Port Multiplier 1

5 AES Supported

Event Logs(81~100/Total Events:100)

Adapter Class Time Description
VD Event 11/24/2009 15:32 Virtual disk 0 is deleted

Adapter Event 11/24/2009 15:31 Adapter 0 is detected, serial number not available

@ Adapter Event 11/24/2009 15:26 Adapter 0 is detected, serial number not available
@ VD Event 11/24/2009 15:21 | Virtual disk O is created
@ VD Event 11/24/2009 15:21 Fast initialization on virtual disk 0 completed

VD Event 11/24/2009 15:21 Fast initialization on virtual disk 0 started
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Figure 4-2 Create Options
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Quick Create
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&Physical Disic 9

& Enclosures
@Port Muttipliers

Create Options : Performance
Performance

Reliability

< b

Event Logs(81~100/Total Events:100)
Adapter Class Time Description
VD Event 11/24/2009 15:32 Virtual disk 0 is deleted

@ Adapter Event 11/24/2009 15:31 Adapter 0 is detected, serial number not available
@ Adapter Event 11/24/2009 15:26 Adapter 0 is detected, serial number not available
@ VD Event 11/24/2009 15:21 Virtual disk 0 is created

@ VD Event 11/24/2009 15:21 Fast initialization on virtual disk 0 completed

@ VD Event 11/24/2009 15:21 Fast initialization on virtual disk 0 started

3. As shown in Figure 4-2, select one of the following options:

m  Select Performance for creating a virtual disk that is optimized for best read and write
performance.

m  Select Reliability for creating a virtual disk that is optimized for best fault tolerance.

Based on the performance/reliability selection and the capabilities of the RAID controller,
MRU creates a suitable virtual disk using some or all available physical disks.

4. After creating the virtual disk, MRU displays the Property tab for the new Virtual Disk, as
shown in Figure 4-3.

4-4 Creating Virtual Disk
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Figure 4-3 VD Created

Marvell RAID
B,Systam
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& Virtual Disks

NEW_VD

&pPhysical Disk 0 RAID Level RAID O
@y Physical Disk 9 Status Functional
& Physical Disks
QPhysical Disk 0
Qphysical Disk 9 I Member Count 2

Size 298.0 GB

= Enclosures i Stripe Size 64K
@ rort Multipliers

[ ———

Event Logs(81~100/Total Events:100)
Adapter Class Time Description
VD Event 11/24/2009 15:32 Virtual disk 0 is deleted

@ Adapter Event 11/24/2009 15:31 Adapter 0 is detected, serial number not available
G) Adapter Event 11/24/2009 15:26 Adapter 0 is detected, serial number not available
@ VD Event 11/24/2009 15:21 Virtual disk 0 is created

@ VD Event 11/24/2009 15:21 Fast initialization on virtual disk 0 completed

@ VD Event 11/24/2009 15:21 Fast initialization on virtual disk 0 started

4.2.2  Customizing Virtual Disk for your Application

This section describes the procedure to create a custom virtual disk that is most suitable for
your application.

Note: MRU v4.1.1503 is an early build that does not offer complete support for 88SE91xx IOP. The
Marvell BIOS Utility (MBU) for 88SE91xx offers more flexibility for creating and managing virtual disks.
For more information, see Appendix A, MBU for 88SE91xx 10 Processor (IOP). Check the OEM
website for an updated version of MRU that offers enhanced support for the 88SE91xx.

To create a custom virtual disk most suitable for your application

1. Select Adapter.
2. Roll-over the Operation tab, and select Create VD, as shown in Figure 4-4.
The Create New VD screen appears, as shown in Figure 4-5.
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Figure 4-4 Create VD

Marvell RAID Prope
Create VD
Quick Create VD e
TR Sub Device I 9123
1 Physical Disks Port Count 2
6Phy§i“| Disk 0 Max PCle Speed 5Gb/s
oPhysical Disk 9
Current PCle Spead 5Gbfs
) Enclosures
@Port Muttipliers Max PCle Link X i
Current PCIe Link X
Supported RAID Mode RAIDO RAID1
Supported Stripe Size 32K 64K
Supported VD Cache None
Maximum PD per Adapter 16 5
Maximum VD per Adapter 2
Maximum PD per VD 2
Maximum Port Multiplier 1
= b AES Supported =
Event Logs(81~100/Total Events:100) Save j  _Cleary PWIw W

Adapter Class Time Description

VD Event
Adapter Event
Adapter Event

VD Event

VD Event

VD Event

11/24/2009 15:32
11/24/2009 15:31
11/24/2009 15:26
11/24/2009 15:21
11/24/2009 15:21
11/24/2009 15:21

Virtual disk 0 is deleted

Adapter 0 is detected, serial number not available
Adapter 0 is detected, serial number not available
Virtual disk 0 is created

Fast initialization on virtual disk 0 completed

Fast initialization on virtual disk 0 started
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Figure 4-5 Create New VD

Marvell RAID

Select RAID Level: RAD1 -

< &

SATA
) Physical Disks 298.1 GB 149.1 GB

&Phvsical Disk 0 (208.0G8)  (149.0 GB)

&Physical Disk 9
& Enclosures

@Fort Multipliers

Virtual Disks

Max number of disks for create VD 2

Available capacity for selected disk set Select disk(s)

»

Event Logs(84-103/Total Events:103)
Adapter Class Time
VD Event 11/24/2009 15:39 Virtual disk 0 is created

VD Event 11/24/2009 15:39 Fast initialization on virtual disk 0 completed
VD Event 11/24/2009 15:39 Fast initialization on virtual disk 0 started

VD Event 11/24/2009 15:32 Virtual disk 0 is deleted
11/24/2009 15:31 Adapter 0 is detected, serial number not available
11/24/2009 15:26 Adapter 0 is detected, serial number not available

Adapter Event
Adapter Event
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3. Select RAID Level suitable for your application, as shown in Figure 4-6.
For information on RAID levels, see Appendix B, Selecting a RAID Level.
Figure 4-6 Select RAID Level

Marvell RATD  (Clmesiie M

aSystem Create New VD Selact RAID Level: RAD1 [~ |

= 6 @ RAID 0
Virtual Disks

SATA SATA

&3 Physical Disks 298.1 GB 143.1 GB
(298.0 GB) (149.0 GB)
m:0 m:a

&pPhysical Disk 0

&pPhysical Disk 9
= Enclosures

@Port Multipliers

Max number of disks for create VD 2
Available capacity for selected disk set Select disk(s)

Fl »

Event Logs(84~103/Total Events:103)
Adapter Class Time
VD Event 11/24/2009 15:39 Virtual disk 0 is created
VD Event 11/24/2009 15:39 Fast initialization on virtual disk 0 completed
VD Event 11/24/2009 15:39 Fast initialization on virtual disk 0 started
VD Event 11/24/2009 15:32 Virtual disk 0 is deleted
Adapter Event 11/24/2009 15:31 Adapter 0 is detected, serial number not available
Adapter Event 11/24/2009 15:26 Adapter 0 is detected, serial number not available

Note: Marvell RAID controllers support different sets of RAID levels depending on the hardware
model and OEM software package. Some software packages, depending on OEM selections,
support limited RAID levels by design. Check with the OEM vendor for information specific to your

controller.
Creating Virtual Disk 4-7
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4. Table 4-1 lists the minimum number of physical disks required for different RAID levels.
Table 4-1 Minimum Number of Physical Disks

Controller Minimum Number of Physical Disks Required for RAID Level
0 1 1E 5 6 10 50 60
10 Processor (IOP) 2 2 3 3 4 4 6 8

Add the required number of physical disks for the selected RAID level from the list of available
physical disks, as shown in Figure 4-6. When selected, a check-mark appears to the right of
the physical disk, as shown in Figure 4-7.

Figure 4-7 Select Physical Disks

Marvell RAID (il i

| & System Create New VD Select RAID Level: RAD1 ~

- @ TR e &o
Virtual Disks

SATA SATA

£ Physical Disks 298.1 GB 143.1 GB
(298.0 GB) (149.0 GB)
D: 0 D:9

&yPhysical Disk 0

&yPhysical Disk o
1 Enclosures

@rert Multipliers

Max number of disks for create VD
Available capacity for selected disk set

€ b

Event Logs(85~104/Total Events:104)
Adapter Class Time
VD Event 11/24/2009 15:40 Virtual disk 0 is deleted
VD Event 11/24/2009 15:39 Virtual disk 0 is created
VD Event 11/24/2009 15:39 Fast initialization on virtual disk 0 completed
VD Event 11/24/2009 15:39 Fast initialization on virtual disk 0 started
VD Event 11/24/2009 15:32 Virtual disk 0 is deleted
Adapter Event 11/24/2009 15:31 Adapter 0 is detected, serial number not available

4-8 Creating Virtual Disk
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5. After selecting the physical disks, select Next as shown in Figure 4-7.

The Create New VD screen now presents options to configure the virtual disk, as shown in

Figure 4-8.
Note: Next is grayed

-out until the minimum required number of physical disks are selected.

Figure 4-8 Create New VD

Marvell RAID
aasvstam

Create New VD

o o EEER

Virtual Disks

& Physical Disks

&pPhysical Disk 0
i &pPhysical Disk 9
= Enclosures

@Port Multipliers

Name : VD_RL_1 RAID Set Size :
Initialize : FastInitialization Stripe Size :
].‘."."rit.e-'I'-hrougiﬂ.n:.tehé:ie;‘

Write Cache Mode : Gigabyte Rounding :

Read Cache Made : [No Read Ahead

Selected RAID Level :
Available capacity for selected disk set :

Fl »

Event Logs(85~104/Total Events:104)

Adapter Class

Time

VD Event
VD Event
VD Event
VD Event
VD Event

Adapter Event

11/24/2009 15:40 Virtual disk 0 is deleted

11/24/2009 15:39 Virtual disk 0 is created

11/24/2009 15:39 Fast initialization on virtual disk 0 completed
11/24/2009 15:39 Fast initialization on virtual disk 0 started
11/24/2009 15:32 Virtual disk 0 is deleted

11/24/2009 15:31 Adapter 0 is detected, serial number not available

6. As shown in Figure 4-8, MRU assigns a default name to the virtual disk. You can type a new
name in the Name field.

Creating Virtual Disk
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7. After selecting the Name, select the Initialization method for the virtual disk.

As shown in Figure 4-9, MRU has three options for Initialization, with the default being Fast
Initialization.

Note: For information on Initialization, see Appendix D, Glossary.

Figure 4-9 Initialization

Marvell RAID (iieaiii el

Create New VD

= |rdapter O E a5
= @ B Name : VD_R1_1 RAID Sat Size :
Virtual Disks

Initialize : Fast Initialization n Stripe Size :

No Initialization

§pPhysical Disk 0 Write Cache Mode : Fast Initialization Gigabyte Rounding :

&thsl:al Disk 9
& Enclosures

'Pnrt Multipliers

& Physical Disks

Read Cache Made : [No Read Ahead -

Selected RAID Level :
Available capacity for selected disk set :

Fl »

Event Logs(85~104/Total Events:104)
Adapter Class Time
VD Event 11/24/2009 15:40 Virtual disk 0 is deleted
VD Event 11/24/2009 15:39 Virtual disk 0 is created
VD Event 11/24/2009 15:39 Fast initialization on virtual disk 0 completed
VD Event 11/24/2009 15:39 Fast initialization on virtual disk 0 started
VD Event 11/24/2009 15:32 Virtual disk 0 is deleted
Adapter Event 11/24/2009 15:31 Adapter 0 is detected, serial number not available

4-10 Creating Virtual Disk
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8. After selecting the Name, select Stripe Size for the virtual disk.

As shown in Figure 4-10, the RAID controller being used has four options for Stripe Size, with
the default being 64K.

Note: Availability of Stripe Sizes depends on the capabilities of the controller. For information on
Stripe Size, see Appendix D, Glossary.

Figure 4-10 Stripe Size

Marvell RAID (cioRoibie) ficeiiiiush

Create New VD

Name : VD_R1 1 RAID Set Size :
Virtual Disks

Initialize : FastInitialization Stripe Size :

& Physical Disks

§pPhysical Disk 0 Write Cache Mode : | u";'rife-'I'-hrou_gh.glftehézlef - Gigabyte Rounding :

&Physical Disk 9
B Enclosures

@Port Multipliers

Read Cache Mode : No Read Ahead

Selected RAID Level :
Available capacity for selected disk set :

»

Event Logs(85~104/Total Events:104)
Adapter Class Time
VD Event 11/24/2009 15:40 Virtual disk 0 is deleted
VD Event 11/24/2009 15:39 Virtual disk 0 is created
VD Event 11/24/2009 15:39 Fast initialization on virtual disk 0 completed
VD Event 11/24/2009 15:39 Fast initialization on virtual disk 0 started
VD Event 11/24/2009 15:32 Virtual disk 0 is deleted
Adapter Event 11/24/2009 15:31 Adapter 0 is detected, serial number not available

Note: The MBU for 88SE91xx supports selection of Gigabyte Rounding. For more information,
see Appendix A, MBU for 88SE91xx IO Processor (IOP)

Creating Virtual Disk 4-11
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9. After selecting Stripe Size, select Submit to create the virtual disk.

MRU creates the virtual disk and displays the Property tab for the new virtual disk, as shown
in Figure 4-11.

Figure 4-11 VD Created

Marvell RAID
&System
= 'Adapteru
& Virtual Disks

o

VD_R1_1
! éphysi:al Disk 0 RAID Level RAID 1
H @y Fhysical Disk 9 Status Functional
=} Physical Disks
] &pPhysical Disk 0
@thsmm Disk 9 I Member Count 2

Size 149.0 GB

= Enclosures i Stripe Size 64K
@ rort Multipliers

« m 3

Event Logs(85~104/Total Events:104)
Adapter Class Time

@
@
@
@
@

VD Event
VD Event
VD Event
VD Event
VD Event

Adapter Event

11/24/2009 15:40
11/24/2009 15:39
11/24/2009 15:39
11/24/2009 15:39
11/24/2009 15:32
11/24/2009 15:31

Virtual disk 0 is deleted

Virtual disk 0 is created

Fast initialization on virtual disk 0 completed
Fast initialization on virtual disk 0 started

Virtual disk 0 is deleted

Adapter 0 is detected, serial number not available
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4.3 Managing Virtual Disk

This section discusses the following:

m  Viewing Properties of Virtual Disk
= Renaming Virtual Disk

4.3.1 Viewing Properties of Virtual Disk

To view the properties of a virtual disk, select the Virtual Disk (Virtual Disk 0: (VD_R1_1)in
this example) in the list of system devices, as shown in Figure 4-12. Upon selection, MRU
displays the Property tab for the virtual disk.

Figure 4-12 Properties of Virtual Disk

Marvell RAID
'3’ System
- Adapter 0 5
g Virtual Disks
IO | VDR
a3 |
gphys\ca\ Disk 0 | RAID Level RAID 1
g rhvsical Dek 9 Status Functional
& Physical Disks
&Physical Disk 0
&pPhysical Disk 8 , Member Count 2

Size 149.0 GB

= Enclosures ‘| Stripe Size 64 K
@rort Multipliers

4 [0 ] »

Event Logs(85~104/Total Events:104)
Adapter Class Time

VD Event 11/24/2009 15:40 Virtual disk 0 is deleted

VD Event 11/24/2009 15:39 Virtual disk 0 is created

VD Event 11/24/2009 15:39 Fast initialization on virtual disk 0 completed
VD Event 11/24/2009 15:39 Fast initialization on virtual disk 0 started
VD Event 11/24/2009 15:32 Virtual disk 0 is deleted

Adapter Event 11/24/2009 15:31 Adapter 0 is detected, serial number not available

MRU uses different icons to indicate the status of the virtual disk. For more information, see
Appendix C, Icons used in MRU.

4.3.2 Renaming Virtual Disk

The name for a virtual disk can be modified from the Property tab for the Virtual Disk, as
shown in Figure 4-13. Type a new name in the Name field and select Modify to confirm

changes.
Managing Virtual Disk 4-13
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Figure 4-13 Renaming Virtual Disk

Marvell RAID

& System
- @ Adapter 0 - 5
& Virtual Disks

B E \Virtual Disk 0: (VD R1
] &yPhysical Disk 0 RAID Level RAID 1

| &pPhysics Disk 3 Status Functional
= Physical Disks

Name VD_R1_1

Size 149.0 GB
&pPhysical Disk 0

&yPhysical Disk ¢ .| Member Count 5
- Enclosures i| stripe size 54K
ot Multipliers

°t n 3

Event Logs(85~104/Total Events:104)
Adapter Class Time
VD Event 11/24/2009 15:40 virtual disk 0 is deleted

VD Event 11/24/2009 15:39 virtual disk 0 is created

VD Event 11/24/2009 15:39 Fast initialization on virtual disk 0 completed
VD Event 11/24/2009 15:39 Fast initialization on virtual disk 0 started
VD Event 11/24/2009 15:32 Virtual disk 0 is deleted

Adapter Event 11/24/2009 15:31 Adapter 0 is detected, serial number not available

Note: Modify is grayed-out until the settings change.

4-14 Managing Virtual Disk
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4.4 Managing Physical Disks
This section discusses the following:
m  Viewing Properties of Physical Disk
m  Erasing RAID Configuration Data on Foreign Physical Disk
4.4.1 Viewing Properties of Physical Disk
To view the properties of a physical disk, select the Physical Disk in the list of system
devices, as shown in Figure 4-14. Upon selection, MRU displays the Property tab for the
physical disk.
Figure 4-14 Properties of Physical Disk
Marvell RAID ope Al o
;3,5ystem e
= 'Adaptartl D °
Virtual Disks
&) Physical Disks Type il
[ Model WD3200AAKS-00YGAQ
&Physu:al Disk 9 Size 208.1 GB
- Eﬂﬂ‘ﬂsu?ﬂ Multipliers Mo c——
‘ ! Status Unconfigured
Current speed 3Gb/s
Adapter ID 0
Parent Device HBA
Parent Device Port ID o
Feature Support NCQ 1.5Gb/s 3Gb/s 48Bits
Serial Number WD-WCASF0100914
Firmware Version 12.01C02
Event Logs(81~100/Total Events:100) Save J .shau PO I
Adapter Class Time Description
@ 0 VD Event 11/24/2009 15:32 Virtual disk 0 is deleted | 3ok
(D 0 Adapter Event 11/24/2009 15:31 Adapter 0 is detected, serial number not available |E|
@ 0 Adapter Event 11/24/2009 15:26 Adapter 0 is detected, serial number not available i
@ 0 VD Event 11/24/2009 15:21 Virtual disk 0 is created
@ (1] VD Event 11/24/2009 15:21 Fast initialization on virtual disk 0 completed
@ 1] VD Event 11/24/2009 15:21 Fast initialization on virtual disk 0 started -
Note: The properties of a physical disk can not be edited.
MRU uses different icons to indicate the status of the physical disk. For more information,
see Appendix C, Icons used in MRU.
4.4.2 Erasing RAID Configuration Data on Foreign Physical Disk
This section describes the procedure to erase RAID configuration data (if any) on a foreign
physical disk.
Note: The RAID controller stores RAID configuration data on all physical disks that are part of a virtual
disk. RAID configuration data must be erased on the physical disk before it can be used with another
virtual disk.
Managing Physical Disks 4-15
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To erase RAID configuration data

WARNING If the physical disk was originally part of another virtual disk, erasing RAID
configuration data may damage that virtual disk, depending on its fault
tolerance capabilities.

1. Select foreign Physical Disk in the list of system devices, as shown in Figure 4-15.

2. Rollover the Operation tab, and select Erase Foreign Configuration, as shown in

Figure 4-15.

Figure 4-15 Erasing RAID Configuration Data on Physical Disk
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Event Logs(81~100/Total Events:100)

Adapter Class Time
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VD Event 11/24/2009 15:32
Adapter Event 11/24/2009 15:31
Adapter Event 11/24/2009 15:26

VD Event 11/24/2009 15:21
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VD Event 11/24/2009 15:21
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Adapter 0 is detectad, serial number not available

Virtual disk 0 is created

Fast initialization on virtual disk 0 completed

Fast initialization on virtual disk 0 started

4-16

Copyright © 2009 Marvell

December 9, 2009

CONFIDENTIAL

Document Classification: Proprietary

Managing Physical Disks

Doc No. MV-5400052-00 Rev. F

8cmymtbz810-gd8biy0x * Lycom Technology, Inc. * UNDER NDA# 12103316



MARVELL CONFIDENTIAL - UNAUTHORIZED DISTRIBUTION OR USE STRICTLY PROHIBITED

®

[ e |
—
—

M ARVELL®

4.5 Managing Enclosures

MRU for IO Processors (IOP)

This section discusses the following:

m Viewing Properties of Port Multiplier

45.1 Viewing Properties of Port Multiplier

To view the properties of a port multiplier, select Port Multipliers in the list of system devices.
Upon selection, MRU displays the Property tab listing all port multipliers connected to the
RAID controller, as shown in Figure 4-16.

Select [Detail>>], as shown in Figure 4-16, to view detailed properties of the port multiplier.

Figure 4-16 Properties of Port Multiplier

Marvell RAID
@, System

=] ’ Adapter 0
Virtual Disks

Detail >>]

Physical Disks
@Physlcal Disk 0
&Physical Disk 3

& Enclosures

Event Logs(81~100/Total Events:100)

Adapter Class

Time

Description

0 VD Event

Adapter Event

Adapter Event
VD Event
VD Event

VD Event

11/24/2009 15:32
11/24/2009 15:31
11/24/2000 15:26
11/24/2009 15:21
11/24/2009 15:21
11/24/20009 15:21

Virtual disk 0 is deleted

Adapter 0 is detected, serial number not available
Adapter 0 is detected, serial number not available
Virtual disk 0 is created

Fast initialization on virtual disk 0 completed

Fast initialization on virtual disk 0 started

Figure 4-17 shows detailed properties of port multiplier PM 1. Select [Detail>>], as shown in
Figure 4-17, to hide detalils.

Managing Enclosures
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Figure 4-17 Detailed Properties of Port Multiplier

Marvell RAID M
& System

= @ Adapter 0 @
Virtual Disks s

Adapter 1D
PM ID
Parent Device

= Physical Disks
. gyPhysical Disk 0

! oprhisical Dk Parent Device Part 1D
[ Enclosures Bhy ID

&= jport Multipliers) Number of Ports
3 Vendor ID
Device ID

Product Revision

PM Specification Revision

< b

Event Logs(81~100/Total Events:100)
Adapter Class Time Description

VD Event 11/24/2009 15:32 virtual disk 0 is deleted
Adapter Event 11/24/2009 15:31 Adapter 0 is detected, serial number not available
Adapter Event 11/24/2009 15:26 Adapter 0 is detected, serial number not available
VD Event 11/24/2009 15:21 Virtual disk 0 is created
VD Event 11/24/2009 15:21 Fast initialization on virtual disk 0 completed
VD Event 11/24/2009 15:21 Fast initialization on virtual disk 0 started
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4.6 Monitoring Virtual Disk

This section discusses the following:

m  Receiving E-mail Event Notifications

Viewing Events using Windows Event Viewer

Enabling Alarm for Critical Events

4.6.1 Receiving E-mail Event Notifications

MRU can send event notifications to a user’s email account. This requires a working SMTP
email server. This involves the following two steps:

m  Configuring SMTP E-mail Server Settings
m  Selecting Event Notifications
4.6.1.1 Configuring SMTP E-mail Server Settings

This section describes the procedure to configure SMTP e-mail server settings in MRU.

To configure SMTP e-mail server settings

1. Select System in the list of system devices.
2. Roll-over the Toolset tab, and select Email Setting, as shown in Figure 4-18.
The Email Setting window appears, as shown in Figure 4-19.

Figure 4-18 System Toolset Menu

Account Manager

Adapter 0
Virtual Disks

Host Name Email Setting MARVELL-PC

=} Physical Disks Host IP 127.0.0.1

&pPhysical Disk 0 MRU Version 4.1.0.1503
&pPhysical Disk 3
Enclosures

@ rort Multipliers

Event Logs(s1~100/Total Events:100)

Adapter Class Time Description
VD Event 11/24/2009 15:32 Virtual disk 0 is deleted

Adapter Event 11/24/2009 15:31 Adapter 0 is detected, serial number not available

Adapter Event 11/24/2009 15:26 Adapter 0 is detected, serial number not available
VD Event 11/24/2009 15:21 Virtual disk 0 is created
VD Event 11/24/2009 15:21 Fast initialization on virtual disk 0 completed
VD Event 11/24/2009 15:21 Fast initialization on virtual disk 0 started
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Figure 4-19 Email Settings

Marvell RAID

Systerm|

- g Adapter 0
Virtual Disks

= Physical Digks
&Phsical Disk 0
&yPhsical Disk o

& Enclosures

@Port Multipliers

Email Setting

Server address :

Port :

Username :

Password :

mail.marvell.com

25 EssL

test

Confirm your password :

( The items with * are required )

Event Logs(81~100/Total Events:100)

Adapter

Class

Time

Description

VD Event
Adapter Event
Adapter Event

VD Event

VD Event

VD Event

11/24/2009 15:32
11/24/2009 15:31
11/24/2009 15:26
11/24/2009 15:21
11/24/2009 15:21
11/24/2009 15:21

Virtual disk 0 is deleted
Adapter 0 is detected, serial number not available
Adapter 0 is detected, serial number not available
Virtual disk 0 is created

Fast initialization on virtual disk 0 completed

Fast initialization on virtual disk 0 started

3. Configure the email server settings, and select Test setting, as shown in Figure 4-19.

MRU sends a test mail to the configured email address. If the test mail is received, the
settings are working correctly.

4. Select Submit to save settings.

MRU confirms changes with the message Setting updated successfully!

4.6.1.2 Selecting Event Notifications

This section describes the procedure for selecting event types (information, error, warning)
that trigger email notifications.

Note: For information on the icons used for different event types, see Appendix C, Icons used in MRU.

To receive e-mail event notifications

1. Select System in the list of system devices.

2. Roll-over the Toolset tab, and select Account Manager, as shown in Figure 4-20.

The Account Manage window appears, as shown in Figure 4-21.

4-20
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Figure 4-20 System Toolset Menu

Il RAID Prope
Erysten Account Manager
o Host Name l Email Setting MARVELL-PC
Virtual Disks
& Physical Disks Host IP 127.0.0.1
#Physwca\ Disk 0 MRU Version 4.1.0.1503
&pPhvsical Disk 9 M
=} Enclosures
@prort Multipliers
« ’
Event Logs(81~100/Total Events:100) Save ) . Cleary [
Adapter Class Time Description
@ (o] VD Event 11/24/2009 15:32 virtual disk 0 is deleted el
@ 1] Adapter Event 11/24/2009 15:31 Adapter 0 is detected, serial number not available |E|
@ 0 Adapter Event 11/24/2009 15:26 Adapter 0 is detected, serial number not available i
@ 1] VD Event 11/24/2009 15:21 Virtual disk 0 is created
@ 1] VD Event 11/24/2009 15:21 Fast initialization on virtual disk 0 completed
@ 1] VD Event 11/24/2009 15:21 Fast initialization on virtual disk 0 started o

Fi

- g Adapter 0

4

gure 4-21 Account Manage

Marvell RAID
Account Manage

Login name :
Virtual Disks

Email address :

[ Physical Disks
éFhvs\ca\ Disk 0
&yPhsical Disk o

= Enclosures
@ Fort Multipliers

Error

marvell

test@marvell.com

Event notification level

¥warning  [[linfo Clear y Al

»

Event Logs(81~100/Total Events:100)

Adapter Class Time

Description

VD Event 11/24/2009 15:32
11/24/2009 15:31
11/24/2009 15:26
VD Event 11/24/2009 15:21
VD Event 11/24/2009 15:21
VD Event 11/24/2009 15:21

Adapter Event
Adapter Event

Virtual disk 0 is deleted

Adapter 0 is detected, serial number not available
Adapter 0 is detected, serial number not available
Virtual disk 0 is created

Fast initialization on virtual disk 0 completed

Fast initialization on virtual disk 0 started

3. Type the E-mail address, as shown in Figure 4-21.

Note: The E-mail address must be valid for the SMTP server configured in Email Setting.
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4. Specify the event types that trigger email notifications by selecting options for Event

Marvell RAID Utility
User Manual

notification level, as shown in Figure 4-21.

5. Select Submit to save settings.

MRU confirms changes with the message Account updated successfully!

4.6.2

Note: This section applies only to Windows OS.

Viewing Events using Windows Event Viewer

In Windows, MRU events can also be viewed in the Event Viewer (since adapter events are
triggered by the OS/driver).

To view events in the Windows Event Viewer

1. From the Start menu, right-click My Computer, and select Manage.

The Computer Management utility appears, as shown in Figure 4-22.

2. Browse to System Tools > Event Viewer > System to view all system events including that
of MRU, as shown in Figure 4-22.

Figure 4-22 Event Viewer (Windows XP)

=1 File
=

o &
@ g

=/ Computer Management

Action  View  Window  Help

BE BB @

g Computer Management {Local)
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24| application
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@Infurmatiun
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Performance Logs and Alerty | @Infurmatiun
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Disk Defragmenter
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B
S

4.6.3

Enabling Alarm for Critical Events

MRU can play an audible alarm when critical events (warning and error) occur. When a
hardware buzzer is present, the buzzer is also sounded. The audible alarm is disabled by

default. The alarm can be enabled/disabled using the Tray Application, as shown in

Figure 4-23.

4-22
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Figure 4-23 Enabling Alarm using Tray Application

Open MR

Enable alarm

Dizable Event Message
About Raid Tray

Exik

Note: See 2.4.2, Enable/Disable Alarm for information on enabling/disabling alarm using the Tray

Application.
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4.7 Migrating Virtual Disk
This section discusses the following:
= Migrating Virtual Disk to Higher RAID Level
m  Expanding Disk Capacity on Operating Virtual Disk
4.7.1  Migrating Virtual Disk to Higher RAID Level
It is not possible to migrate a virtual disk to another RAID level. If you wish to change the
RAID level for an operating virtual disk, create a new virtual disk with the desired
configuration and transfer data from the existing virtual disk.
Note: RAID-On-Chip controllers support migration of arrays to a higher RAID Level. See
5.9.1, Migrating Array to Higher RAID Level.
4.7.2 Expanding Disk Capacity on Operating Virtual Disk
It is not possible to expand disk capacity on an operating virtual disk. If you wish to expand
capacity, create a new virtual disk with the desired configuration and transfer data from the
existing virtual disk.
Note: RAID-On-Chip controllers support capacity expansion of operating arrays. See 5.9.1, Migrating
Array to Higher RAID Level.
4-24 Migrating Virtual Disk
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4.8 Rebuilding Degraded Virtual Disk

At this time, MRU cannot initiate, pause, resume, stop, or complete rebuilding of virtual disks.
To rebuild virtual disks created with 88SE91xx, use the MBU as described in Appendix A,
MBU for 88SE91xx 10 Processor (I0OP).

Rebuilding Degraded Virtual Disk 4-25
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4.9 Deleting Virtual Disk

This section describes the procedure for deleting a virtual disk.

Note: After deleting a virtual disk, the physical disks constituting the virtual disk become available for
use in other virtual disks.

To delete a virtual disk

WARNING Deleting a virtual disk permanently erases all data on the virtual disk. However,
C you can choose to keep partition information on the virtual disk.

1. Select the Virtual Disk in the list of system of devices.
The Property tab for the Virtual Disk appears.

2. Roll-over the Operation tab and select Delete VD, as shown in Figure 4-24.
Figure 4-24 Delete VD

Marvell RAID .. o/ Operation |
| faSystem Tl

- g Adapter 0 5
BV i

ey "] Name NEW_VD

RAID Level RAID O

&prhysical Diskc 8 Status Functional
_Physical Disks
Size 298.0 GB

&yPhysical Disk 0
QPhys\ca\ Disk & I Member Count 2
Enclosures i stripe Size 84K

@port Multipliers

il m v

Event Logs(84-103/Total Events:103)
Adapter Class Time Description

1] VD Event 11/24/2009 15:39 Virtual disk 0 is created

G) VD Event 11/24/2009 15:39 Fast initialization on virtual disk 0 completed

@ VD Event 11/24/2009 15:39 Fast initialization on virtual disk 0 started

@ VD Event 11/24/2009 15:32 Virtual disk 0 is deleted

@ Adapter Event 11/24/2009 15:31 Adapter 0 is detected, serial number not available
@ Adapter Event 11/24/2009 15:26 Adapter 0 is detected, serial number not available

3. MRU displays the warning All data on this virtual disk will be erased once it is deleted!
Select OK to acknowledge the warning.

4. MRU requests confirmation of deletion with a pop-up message Are you sure you want to
delete this virtual disk?

8cmymtbz810-gd8biy0x * Lycom Technology, Inc. * UNDER NDA# 12103316

Select OK to confirm deletion.

5. MRU displays a pop-up message asking Do you want to delete the partition information
if this has one?

Select OK to delete partition information or Cancel to keep partition information.

4-26 Deleting Virtual Disk
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MRU for RAID-On-Chip (ROC) Controllers

MRU FOR RAID-ON-CHIP (ROC) CONTROLLERS

This chapter contains the following sections:

= Overview
s Creating Array

= Importing Virtual Disk to Array

= Managing Array
m  Managing Physical Disks
= Managing Enclosures

m  Managing Battery Backup Unit (BBU)

= Monitoring Array
= Migrating Array

m  Rebuilding Degraded Array

m  Deleting Array

= Updating RAID Controller BIOS
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51 Overview

This chapter describes the MRU for RAID-On-Chip (ROC) controllers such as the Marvell
88RC8180. ROCs can create and manage RAID 0, 1, 1E, 5, 10, 50, and 60 arrays. They
contain an on-board CPU which enables hardware RAID functionality.

5-2 Overview
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5.2 Creating Array

This section discusses the following:

s Creating Array
m  Creating Virtual Disk

5.2.1  Creating Array

This section describes the procedure for creating an array.

To create an array

1. Select Adapter in the list of system devices, as shown in Figure 5-1.
2. Rollover the Operation tab and select Create Array, as shown in Figure 5-1.
The Create New Array page appears as shown in Figure 5-2.

Figure 5-1 Create Array

Marvell RAID

Create Array

-
S Physical Diske
i &Physical Disk 26
§pFhsical Disk 30 Boot Loader Version 1.1.0.1005

BIOS Version Update 1.0.0.1101

Firmware Verdi| Backup 1.1.0.1906

§pPhysical Disk 31 Driver Version 1.1.0.1400
&Physical Disk 32

ﬁthsl:al Disk 33
&pFhsical Disk 34 .| vendorID
&Physical Disk 35 il Sub vendor ID

Chip Revision ID Al

) Enclosures
.\’Enclusure 244
@Port Multipliers

@ Battery Backup Unit Port Count 8

Device ID

Sub Device ID

PCle status NfA
Supported RAID Mode RAIDO RAID1 RAID10 RAID1E RAIDS5 RAID50 RAIDG RAID60
Supported Stripe Size 16K 32K 64K 128K 256K 512K 1024K

Supported VD Cache Read Write

Fl »

Event Logs(1~6/Total Events:6)
Adapter Class Time Description
PD Event 12/01/2009 11:53 Physical disk 35 has been unset as spare drive
PD Event 12/01/2009 11:53 Media Patrol on physical disk 35 aborted
PD Event 12/01/2009 11:53 Media Patrol on physical disk 35 started
PD Event 12/01/2009 11:52 Physical disk 35 has been assigned as spare drive
Battery Event 12/01/2009 11:52 Battery is discharging
Battery Event 12/01/2009 11:52 Battery status is abnormal, VDs with auto-cache are now in write through mode
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Figure 5-2 Create New Array

Marvell RAID

Create New Array

C € @ @ & & &
gi-Physical Disks SATA SATA SATA SATA SATA SATA SATA
&pPhysical Disk 28 298.1 GB 298.1 GB 149.1 GB 232.9 GB 298.1 GE 232.9 GB 232.9 GB
(298.0 GB) (298.0 GB) (140.0 GB) (2322.3 GB) (298.0 GB) (232.8GB) (232.8GB)
6Physi:al Disk 30 ID:28 1D: 30 ID s 31 D32 ID: 23 D : 34 ID: 35
6Physical Disk 31
&Physi:al Disk 32
6Physi:al Disk 33
aphysi:al Disk 34

&pFhsical Disk 35

& Enclosures

,Enclnsura 244
@Port Multipliers
W Battery Backup Unit

RAID Level: RAID 1 Stripe Size : 654K -

Disk Cache: Enable Name : New_Array

< »

Event Logs(1~6/Total Events:6)

Adapter Class Time Description
PD Event 12/01/2009 11:53 Physical disk 35 has been unset as spare drive

PD Event 12/01/2009 11:53 Media Patrol on physical disk 35 aborted

PD Event 12/01/2009 11:53 Media Patrol on physical disk 35 started

PD Event 12/01/2009 11:52 Physical disk 35 has been assigned as spare drive

Battery Event 12/01/2009 11:52 Battery is discharging
Battery Event 12/01/2009 11:52 Battery status is abnormal, VDs with auto-cache are now in write through mode

5-4 Creating Array
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3. Select the RAID Level suitable for your application, as shown in Figure 5-2.
For information on RAID levels, see Appendix B, Selecting a RAID Level.
Figure 5-3 Select RAID Level

Marvell RAID

aSystem Create New Array
=
& Physical Disks

v © € € € & @

SATA SATA SATA SATA SATA SATA SATA

iy hysical Ditoza (Joe0cs)  (meocE)  (l4oacs)  (arace)  (weocs)  (228cm)  (232.8a8)
éthleEl Disk 30 ID: 28 ID: 30 ID : 31 ID: 32 ID: 33 ID : 34 ID: 35
&pFhsical Disk 31
&Physical Disk 32
§pFhysical Disk 33
§pFhsical Disk 34
&pFhsical Disk 35

= Enclosures
.\’Enclusure 244
'Purt Multipliers

W Battery Backup Unit

RAID Levels RAID 1 - Stripe Size : 4K -

Disk Cache: Name : New_Array
RAID 1

RAID 10

RAID 1E
< ) RAID 5
RAID 50
o RAID &

Event Logs(1~6/Total Events:6) AT 6D
Adapter Class Time Description

PD Event 12/01/2009 11:53 Physical disk 35 has been unset as spare drive

PD Event 12/01/2009 11:53 Media Patrol on physical disk 35 aborted

PD Event 12/01/2009 11:53 Media Patrol on physical disk 35 started

PD Event 12/01/2009 11:52 Physical disk 35 has been assigned as spare drive
Battery Event 12/01/2009 11:52 Battery is discharging
Battery Event 12/01/2009 11:52 Battery status is abnormal, VDs with auto-cache are now in write through mode

Note: Marvell RAID controllers support different sets of RAID levels depending on the hardware
model and OEM software package. Some software packages, depending on OEM selections,
support limited RAID levels by design. Check with the OEM vendor for information specific to your
controller.
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4. Table 5-1 lists the minimum number of physical disks required for different RAID levels.
Table 5-1 Minimum Number of Physical Disks
Controller Minimum Number of Physical Disks Required for RAID Level
0 1 1E 5 6 10 50 60
RAID-On-Chip (ROC) Controller 2 2 3 3 4 4 6 8
Add the required number of physical disks for the selected RAID level from the list of available
physical disks, as shown in Figure 5-3. When selected, a check-mark appears to the right of
the physical disk, as shown in Figure 5-4.
Figure 5-4 Select Physical Disks
Marvell RAID flieaiiie) Maiiusull
aSystem Create New Array
ok s @& & o o & o e
EI Phyeical D‘s‘fs . SATA SATA SATA SATA SATA SATA SATA
gi:y: Et = (Gasoce)  (sas0cE)  (1va0ce)  (s3aecE)  (am0ce)  (ssece)  (s32a08)
lysica (= ID: 28 ID : 20 ID : 31 ID: 22 ID: 33 D: 324 1D : 3
&pPhsical Disk 31
& Physical Disk 32
&pPhsical Disk 33
&pPhsical Disk 34
&pPhsical Disk 35
£} Enclosures
.\’Enclusure 244
@Port Multipliers
W Battery Backup Unit
RAID Level: RAID 5 Stripe Size : 64K -
Disk Cache: Enable Name : New_Array
Event Logs(1~6/Total Events:6)
Adapter Class Time Description
PD Event 12/01/2009 11:53 Physical disk 35 has been unset as spare drive
PD Event 12/01/2009 11:53 Media Patrol on physical disk 35 aborted
PD Event 12/01/2009 11:53 Media Patrol on physical disk 35 started
PD Event 12/01/2009 11:52 Physical disk 35 has been assigned as spare drive
Battery Event 12/01/2009 11:52 Battery is discharging
Battery Event 12/01/2009 11:52 Battery status is abnormal, VDs with auto-cache are now in write through mode
5-6 Creating Array
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5. After selecting physical disks, select Stripe Size for the array.

As shown in Figure 5-5, the RAID controller in this example has seven options for Stripe Size,
with the default being 64K.

Note: Availability of Stripe Sizes varies with controllers. For information on Stripe Size, see

Appendix D, Glossary.

Figure 5-5 Select Stripe Size

Marvell RAID (Clmissiiel fidaiiiiiun

Create New Array

& Physical Disks

& &

SATA SATA

&physma‘ Disk 28 298.1 GB 298.1 GB

(298.0 GB) (208.0 GB)

éPhysu:a\ Disk 30 0 : 28 D+ 30

&yPhysical Disk 31
§pFhysical Disk 32
§yPhysical Disk 33
&yPhysical Disk 3¢
&FPhysical Disk 35
= Enclosures
OEHCIDsure 244
'Purt Multipliers
@ Battery Backup Unit

&7 v & &Fe &e

SATA SATA SATA SATA SATA
145.1 GB 232.9 GB 298.1 GB 232.3 GB 232.9 GB

(149.0 GB) (232.8GB) (298.0 GB) (232.8GB) (232.8 GB)
D31 D 32 1D : 33 D : 34 D : 35

RAID Level: RAID 5

Disk Cache: Enable

Stripe Size :

Name :

€ b

Event Logs(1~6/Total Events:6)

Adapter Class

Time

Description

PD Event
PD Event
PD Event
PD Event
Battery Event
Battery Event

12/01/2009 11:53
12/01/2009 11:53
12/01/2009 11:53
12/01/2009 11:52
12/01/2009 11:52
12/01/2009 11:52

Physical disk 35 has been unset as spare drive

Media Patrol on physical disk 35 aborted

Media Patrol on physical disk 35 started

Physical disk 35 has been assigned as spare drive

Battery is discharging

Battery status is abnormal, VDs with auto-cache are now in write through mode
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6. After selecting Stripe Size, enable/disable Disk Write Cache for the array by selecting Disk
Cache.

As shown in Figure 5-6, Disk Cache is enabled by default.
Figure 5-6 Disk Cache

Marvell RAID (oRigisiiie Mciiciiush

Create New Array

< & &e &e & &e & e

SATA SATA SATA SATA SATA SATA SATA
&yPhysical Disk 26 298.1 GB 298.1 GB 149.1 GB 232.9 GB 298.1 GB 232.9 B 232.9 GB
(298.0 GB) (298.0 GB) (149.0 GB) (232.8 GB) (298.0 GB) (232.8GB) (232.8 GB)

D: 28 D3 D : 3 D32 2 D:3 D3

) Physical Disks

&thsl:al Disk 30 D: 33
§yFhysical Disk 31
§pFhysical Disk 32
§yFhysical Disk 33
§yPhysical Disk 34
§yFhysical Disk 35

=} Enclosures

OEnclnsura 244
@Port Multipliers
W Battery Backup Unit

RAID Level: RAID 5 - Stripe Size : B4K -

Disk Cache: Enable - Name : New_Array

Disable

Fl »

Event Logs(1~6/Total Events:6)

Adapter Class Time Description
PD Event 12/01/2009 11:53 Physical disk 35 has been unset as spare drive

PD Event 12/01/2009 11:53 Media Patrol on physical disk 35 aborted

PD Event 12/01/2009 11:53 Media Patrol on physical disk 35 started
PD Event 12/01/2009 11:52 Physical disk 35 has been assigned as spare drive
Battery Event 12/01/2009 11:52 Battery is discharging
Battery Event 12/01/2009 11:52 Battery status is abnormal, VDs with auto-cache are now in write through mode
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7. After selecting Disk Cache, type a name for the Array in the Name field.

As shown in Figure 5-7, MRU assigns a default name to the array which you can change.

Figure 5-7 Name

Marvell RAID

Create New Array
& & @ &0 & & e
Phiysical Disks SATA SATA SATA SATA SATA SATA SATA
@pPhysical Disk 28 (Jo5.0GB)  (19.0GB)  (13.0G8)  (132.8GB)  (2000GB)  (232808)  (232.008)
oPhysw:a\ Disk 30 ID : 28 ID: 30 ID:31 ID: 32 ID: 33 D: 34 ID: 35
&pPhysical Disk 31
&pPhvsical Disk 32
&pPhvsical Disk 33
&pPhvsical Disk 34
&pPhysical Disk 35
= Enclosures
OEn:\D&ure 244
@ ort Mutipliers
W Battery Backup Unit
RAID Level: RADS = Stripe Size : 84K -
Disk Cache: Enable - Name : " New_Array
4 ' Submit ; _Cancel )
Event Logs(1~6/Total Events:6) Save j _Clear I 9D

Adapter Class

Time

Description

PD Event
PD Event
PD Event
PD Event
Battery Event
Battery Event

PEFOOOO

oo o o o o

12/01/2009 11:53
12/01/2009 11:53
12/01/2009 11:53
12/01/2009 11:52
12/01/2009 11:52
12/01/2009 11:52

Battery is discharging

Physical disk 35 has been unset as spare drive |32
Media Patrol on physical disk 35 aborted
Media Patrol on physical disk 35 started

Physical disk 35 has been assigned as spare drive

Battery status is abnormal, VDs with auto-cache are now in write through mode

m
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8. Click Submit at the bottom of the screen, as shown in Figure 5-7.

If the chosen RAID level does not support the selected combination of drives, the Submit
button remains grayed out.

A new array link appears in your left navigation panel, displaying the new array properties, as
shown in Figure 5-8.

Figure 5-8 Array Created

Marvell RAID

HaSystem

= Adapter 0

- T Physical Disks

& Physical Disks
§pPhvsicsl Disk 28
&Physical Disk 30
&pPhysical Disk 31
&pPhysical Disk 32
§pPhvsicsl Disk 33
&pPhysical Disk 34
&pPhysical Disk 35

& Endosures

<

OEnclusure 244
@pPort Multipliers
W Battery Backup Unit

Disk array 0 current storage allocation:

TTD wiew disk size, hover mouse over the storage allocatrion bar. |

b

(]

Name

.| Disk Write Cache

| RAID Level

Status

Total Size

Background Activity State
Disk Block Size

Stripe Size

0

New_Array

@ ON ) OFF
RAID 5
Functional
447.0 GB
None

5128

64 K

Event Logs(1~6/Total Events:6)

Adapter

Class

Time

Description

PD Event
PD Event
PD Event
PD Event
Battery Event
Battery Event

12/01/2009 11:53
12/01/2009 11:53
12/01/2009 11:53
12/01/2009 11:52
12/01/2009 11:52
12/01/2009 11:52

Physical disk 35 has been unset as spare drive
Media Patrol on physical disk 35 aborted

Media Patrol on physical disk 35 started

Physical disk 35 has been assigned as spare drive
Battery is discharging

Battery status is abnormal, VDs with auto-cache are now in write through mode
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5.2.2  Creating Virtual Disk

This section describes the procedure for creating a virtual disk on an array.

To create a virtual disk

1.
2.

Select the Array in the list of system of devices, as shown in Figure 5-9.

Select the Create VD tab, as shown in Figure 5-9.

The Create Virtual Disk screen appears as shown in Figure 5-10.

Figure 5-9 Array

Marvell RAID
&System

o g Adapter 0

% Physical Diske
= Physical Disks

Disk array O current storage allocation:

rTn view disk size, hover mouse over the storage allocatrion bar. |

=} Enclosures

Fl

&pPhysical Disk 28
&pPhvsicsl Disk 30
&yPhysical Disk 31
&yPhysical Disk 32
&pPhysical Disk 33
&pPhysical Disk 34
&yPhysical Disk 35

QEnclusura 244

@prort Mulipliers
W Battery Backup Unit

»

D

Name

Disk Write Cache

| RAID Level

Status

Total Size

Background Activity State
Disk Block Size

Stripe Size

0

New_Array

@ ON ) OFF
RAID 5
Functional
447.0 GB
None

512B

64 K

Event Logs(1~6/Total Events:6)

Adapter Class

Time

Description

PD Event
PD Event
PD Event
PD Event
Battery Event
Battery Event

12/01/2009 11:53
12/01/2009 11:53
12/01/2009 11:53
12/01/2009 11:52
12/01/2009 11:52
12/01/2009 11:52

Physical disk 35 has been unset as spare drive

Media Patrol on physical disk 35 aborted

Media Patrol on physical disk 35 started

Physical disk 35 has been assigned as spare drive

Battery is discharging

Battery status is abnormal, VDs with auto-cache are now in write through mode
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Figure 5-10 Create Virtual Disk

Marvell RAID

HpSystem

o g Adapter 0

=)

& Physical Disks

&Physical Disk 28
&Phsical Disk 30
&pPhysical Disk 51
GpPhysical Disk 32
&Physu:al Disk 33
&pPhysical Disk 3¢
&yPhysical Disk 35

Physical

=} Enclosures

<

’Enclusura 244
@Port Muttipliers
__ | Battery Backup Unit

Create Virtual Disk ( Please select free slot for creation )

Disk array O current storage allocation:

Name : New_vD.

Read Cache Mode : Mo Read Ahead -

il write Cache Mode : Write Back(Performance, ~

Initialize : Fast Inifialization -

RAID Size :
Stripe Size :
Gigabyte Rounding : MNone ~

RAID Level: | Rraps|

b

Event Logs(1~7/Total Events:7)

Adapter

Class

Time

@
@
9]
@
A

Array Event
PD Event
PD Event
PD Event
PD Event

Battery Event

12/01/2009 11:55 Array 0 is created

12/01/2009 11:53 Physical disk 35 has been unset as spare drive
12/01/2009 11:53 Media Patrol on physical disk 35 aborted
12/01/2009 11:53 Media Patrol on physical disk 35 started
12/01/2009 11:52 Physical disk 35 has been assigned as spare drive
12/01/2009 11:52 Battery is discharging

3. Asshownin Figure 5-10, MRU assigns a default name to the virtual disk. You can type a new
name in the Name field.
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4. After selecting the Name, select the Initialization method for the virtual disk.

As shown in Figure 5-11, MRU has four options for Initialization, with the default being Fast

Initialization.

Note: For information on Initialization, see Appendix D, Glossary.

Figure 5-11 Initialization

Marvell RAID
&System

Create Virtual Disk ( Please select free slot for creation )

o @ Adapter 0

| @ Physical Disks
& Physical Disks

Disk array O current storage allocation:

§pFhsical Disk 28
§pFhysical Disk 30
&Physical Disk 31
&pPhysical Disk 32
&pFhsical Disk 33
&yPhysical Disk 34
&Physical Disk 35
= Enclosures
QEnclnsure 244
@prort Multipliers
W Battery Backup Unit

Name :

New_VD

Read Cache Mode : NoRead Anead -

Write Cache Mode : Vwme VBa;:;(iDe;furmancre’j'v'

Initialize : Fast Initialization
Mo Initialization
Fast Initialization

Foreground Initialization
Background Initialization

RAID Size :
Stripe Size : G4K  +
Gigabyte Rounding : None

RAID Level: | Ramps|

< 3

Event Logs(1~7/Total Events:7)

Adapter Class

Time

Array Event
@ PD Event
0] PD Event
@ PD Event
0] PD Event
A Battery Event

12/01/2009 11:55
12/01/2009 11:53
12/01/2009 11:53
12/01/2009 11:53
12/01/2009 11:52
12/01/2009 11:52

Array 0 is created

Physical disk 35 has been unset as spare drive
Media Patrol on physical disk 35 aborted

Media Patrol on physical disk 35 started

Physical disk 35 has been assigned as spare drive

Battery is discharging
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5. After selecting the Initialization method, select Write Cache Mode for the virtual disk.

As shown in Figure 5-12, MRU has three options for Write Cache Mode, with the default
being Write Back (Performance).

Note: For information on Write Cache Mode, see Appendix D, Glossary.

Figure 5-12 Write Cache Mode

Marvell RAID

HaSystem

= @ Adapter 0

&

= Physical Disks
&thsl:al Disk 28
&Physical Disk 30
&yPhysical Disk 31
&pPhysical Disk 32
&Physical Disk 33
&pPhysical Disk 34
&pPhysical Disk 35

:;rr

& Physical Disks

& Endosures

Fl

OEnclusure 244
@prort Mulipliers
W Battery Backup Unit

Create Virtual Disk ( Please select free slot for creation )

Disk array 0 current storage allocation:

B =ssigned

Name :

Read Cache Mode :

Write Cache Mode :

Initialize :

New_VD
Mo Read Ahead -

Write Back{Performance
Write Back{Performance)

Write Through(Reliable)
Auto

RAID Size :
Stripe Size : 64K+
Gigabyte Rounding : MNone -

RAID Level: | raD 5|

»

Event Logs(1~7/Total Events:7)

Adapter

Class

Time

@
@
@
@
A

Array Event
PD Event
PD Event
PD Event
PD Event

Battery Event

12/01/2009 11
12/01/2009 11
12/01/2009 11
12/01/2009 11
12/01/2009 11
12/01/2009 11

155 Array 0 is created

53 Physical disk 35 has been unset as spare drive
153 Media Patrol on physical disk 35 aborted

153 Media Patrol on physical disk 35 started

i Physical disk 35 has been assigned as spare drive

152 Battery is discharging
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6. After selecting Write Cache Mode, select Read Cache Mode for the virtual disk.

As shown in Figure 5-13, MRU has two options for Read Cache Mode, with the default being
Read Ahead (Performance).

Note: For information on Read Cache Mode, see Appendix D, Glossary.

Figure 5-13 Read Cache Mode

Marvell RAID

HaSystem

= @ Adapter 0

&

= Physical Disks
&thsl:al Disk 28
&Physical Disk 30
&yPhysical Disk 31
&pPhysical Disk 32
&Physical Disk 33
&pPhysical Disk 34
&pPhysical Disk 35

:;rr

& Physical Disks

& Endosures

Fl

OEnclusure 244
@prort Mulipliers
W Battery Backup Unit

Create Virtual Disk ( Please select free slot for creation )

Disk array 0 current storage allocation:

B =ssigned

Name :

New_VD

Read Cache Mode : No Read Ahead
No Read Ahead

Write Cache Mode : |Read Ahead

Initialize : Fast Iniialization -

RAID Size :
Stripe Size : 64K+
Gigabyte Rounding : MNone -

RAID Level: | raD 5|

»

Event Logs(1~7/Total Events:7)

Adapter

Class

Time

@
@
@
@
A

Array Event
PD Event
PD Event
PD Event
PD Event

Battery Event

12/01/2009 11:55
12/01/2009 11:53
12/01/2009 11:53
12/01/2009 11:53
12/01/2009 11:52
12/01/2009 11:52

Array 0 is created

Physical disk 35 has been unset as spare drive
Media Patrol on physical disk 35 aborted

Media Patrol on physical disk 35 started

Physical disk 35 has been assigned as spare drive

Battery is discharging
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7. After selecting Read Cache Mode, specify the RAID Size of the virtual disk, as shown in
Figure 5-14.

Figure 5-14 RAID Size

Marvell RAID

&5\’“3’" Create Virtual Disk { Please select free slot for creation )
= Adapter 0 Disk array 0 current storage allocation: B =ssigned free

@ Physical Disks

& Physical Disks
&pPhysical Disk 28

&Physical Disk 30
&Physical Disk 31 Read Cache Mode :  No Read Ahead i Stripe Size : BAK  ~

Name : New_VD RAID Size :

&pPhysical Disk 32 :| write Cache Mode : Write Back(Performance + Gigabyte Rounding : None ~
&yPhysical Disk 33 :

&pPhysical Disk 3¢
&yPhysical Disk 35

Initialize : FastInitialization hd RAID Level: | RAID 5|

= Enclosures
QEnclusura 244
@pPort Multipliers
W Battery Backup Unit

< b

Event Logs(1~7/Total Events:7)
Adapter Class Time
Array Event 12/01/2009 11:55 Array 0 is created

@ PD Event 12/01/2009 11:53 Physical disk 35 has been unset as spare drive
@ PD Event 12/01/2009 11:53 Media Patrol on physical disk 35 aborted

@ PD Event 12/01/2009 11:53 Media Patrol on physical disk 35 started

@ PD Event 12/01/2009 11:52 Physical disk 35 has been assigned as spare drive
A Battery Event 12/01/2009 11:52 Battery is discharging

Note: Hover the mouse over the array storage allocation bar to view the size of the array. If you
have already created one or more virtual disks, they are displayed as segments in the storage
allocation bar and sized proportional to their disk capacity. Hover the mouse over individual
segments to view the virtual disk’s name and size.
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8. After specifying the RAID Size, select Stripe Size for the virtual disk.

As shown in Figure 5-15, the RAID controller being used has four options for Stripe Size, with
the default being 64K.

Note: Availability of Stripe Sizes depends on the capabilities of the controller. For information on
Stripe Size, see Appendix D, Glossary.

Figure 5-15 Stripe Size

Marvell RAID
@gsvstam Create Virtual Disk ( Please select free slot for creation )
= Adapter 0 Disk array 0 current storage allocation: W =ssigned

= hn.:\- 0: (New_ Array)

& Physical Disl

= Physical Disks
&pPhysical Disk 28

&th&l:al Disk 30
&yPhysical Disk 31 Read Cache Made : NoRead Ahead - Stripe Size :

Name : New_VD. RAID Size :

#pFhysical Disk 32 :| write Cache Mode : Write Back(Performance + Gigabyte Rounding :
6Phy§ica| Disk 33 i

ﬁPhysical Disk 34
@Physical Disk 35
) Enclosures
OEnclusure 244
'Purt Multipliers
W Battery Backup Unit

Initialize : Fast Initialization - RAID Level:

Fl »

Event Logs(1~7/Total Events:7)
Adapter Class Time
Array Event 12/01/2009 11:55 Array 0 is created

PD Event 12/01/2009 11:53 Physical disk 35 has been unset as spare drive

@ PD Event 12/01/2009 11:53 | Media Patrol on physical disk 35 aborted
@ PD Event 12/01/2009 11:53 Media Patrol on physical disk 35 started
@ PD Event 12/01/2009 11:52 Physical disk 35 has been assigned as spare drive

Battery Event 12/01/2009 11:52 Battery is discharging
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9. After selecting Stripe Size, select the Gigabyte Rounding for the virtual disk.

As shown in Figure 5-16, the RAID controller being used has three options for Gigabyte

Rounding, with the default being None.

Note: For information on Gigabyte Rounding, see Appendix D, Glossary.

Figure 5-16 Gigabyte Rounding

Marvell RAID

@gsvstam Create Virtual Disk ( Please select free slot for creation )

= Adapter 0 Disk array 0 current storage allocation:

= :;rr

& Physical Disks

= Physical Disks

B =ssigned

§pFhsical Disk 28

& Physical Disk 30
&yPhysical Disk 31 Read Cache Mode : No Read Ahead e

Name : New_VD.

&y Physical Disk 32 :| write Cache Mode : Write Back(Performance +
&Phsical Disk 33 i

ﬁPhysical Disk 34
@Physical Disk 35
) Enclosures
OEnclusure 244
'Purt Multipliers
W Battery Backup Unit

Initialize : Fast Initialization -

RAID Size :
Stripe Size :
Gigabyte Rounding :

RAID Level:

Fl »

Event Logs(1~7/Total Events:7)

Adapter Class Time

Array Event 12/01/2009 11:55 Array 0 is created

@ PD Event 12/01/2009 11:53 Physical disk 35 has been unset as spare drive
@ PD Event 12/01/2009 11:53 Media Patrol on physical disk 35 aborted

@ PD Event 12/01/2009 11:53 Media Patrol on physical disk 35 started

@ PD Event 12/01/2009 11:52 Physical disk 35 has been assigned as spare drive
A Battery Event 12/01/2009 11:52 Battery is discharging
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10. After selecting Gigabyte Rounding, select Submit to create the virtual disk.

MRU creates the virtual disk and displays the Property tab for the new virtual disk, as shown

in Figure 5-17.
Figure 5-17 VD Created

Marvell RAID

&System
5 @ Adapter 0 - a
& Array 0: (New_Array) e
- Name New_VD
a [Virtual Disk
7 Physical Disks 7| write Cache Setting L Auto
& Physical Disks @) Write Back(Performance) (©) Write Through{Reliable)
H &pPhsical Disk 28 Read Cache Mode ) Read Ahead @ No Read Ahead
ﬁphysmal Disk 30 Write Cache Status Write Back
o Phvaicnl Dk 31 :| RAID Level RAID 5
&pPhysical Disk 32 H .
Status Functional
&Physical Disk 33
&yPhysical Disk 34 Size 445.9 GB
&prhysical Disk 35 Member Count 4
=) Faclosies Stripe Size 64 K
P Enclosure 244
@ rort Multipliers
@ Battery Backup Unit
« i 3
Event Logs(1~7/Total Events:7) Llear WIoJd
Adapter Class Time Description
@ 0 Array Event 12/01/2009 11:55 [
@ 0 PD Event 12/01/2009 11:53 Physical disk 35 has been unset as spare drive
0] 0 PD Event 12/01/2009 11:53 | Media Patrol on physical disk 35 aborted E
@ 0 PD Event 12/01/2009 11:53 | Media Patrol on physical disk 35 started
@ 0 PD Event 12/01/2009 11:52 Physical disk 35 has been assigned as spare drive
A 0 Battery Event 12/01/2009 11:52 Battery is discharging L
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5.3 Importing Virtual Disk to Array

Some Marvell ROCs such as the 88RC8180 support importing of virtual disks created with
other Marvell RAID controllers. If the ROC on your OEM host board supports importing of
virtual disks, then the foreign virtual disk is recognized by the controller, as shown in
Figure 5-18. To import this virtual disk, select Operation > Import Virtual Disk, as shown in
Figure 5-19. However, if the ROC on your OEM host board does not support importing of
virtual disks, then the physical disks comprising the foreign virtual disk are simply recognized
as Foreign Physical Disks. To release these physicals disks from their foreign status, see
section 5.5.7, Erasing RAID Configuration Data on Foreign Physical Disk.

Figure 5-18 Foreign Virtual Disk

Marvell RAID
,3, System
=] ' Adapter 0
] Foreign Virtal Disks

D

Name

Avirtual Disk 0: (NEW VD)
&Physical Disk 28 Write Cache Mode (@ Write Back(Performance) Write Through(Reliable)

Qthsma\ Disk 32 Auto
&pFhysical Disk 33 Read Cache Mode Read Ahead @ No Read Ahead

&yPhysical Disk 35 RAID Level RAID O

= Physical Disks
gPhyslcal Disk 28
QPhysl:al Disk 32
@pPhysical Disk 33 Member Count 4

Status Importable Foreign

Size 931.0 GB

&yPhysical Disk 35 Stripe Size 64K
(= Enclosures

,,En:lﬂsure 244

Event Logs(78~97/Total Events:97)

Adapter Class Time Description
VD Event 12/01/2009 17:13 Virtual disk 0 is deleted

Miscellaneous Event| 12/01/2009 12:19 Virtual disk 0 missing disk(s) and went offline at boot

Miscellaneous Event| 12/01/2009 12:19 Physical disk missing from virtual disk 0 configuration at boot

Miscellaneous Event| 12/01/2009 12:19 Physical disk missing from virtual disk 0 configuration at boot
PD Event 12/01/2009 12:19 Physical disk 28 is plugged out

® Miscellaneous Event| 12/01/2009 12:19 Virtual disk 0 missing disk(s) and went offline at boot

5-20 Importing Virtual Disk to Array
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Figure 5-19 Import Virtual Disk

Marvell RAID

& System
- @ Adapter 0
= Foreign Virtusl Disks

@Physu:a\ Disk 28
&pPhysics| Disk 32
&ths\ca\ Disk 33
_éPhysu:a\ Disk 35
& Physical Disks
&Physlcal Disk 28
QPhy&ical Disk 32
@Physl:al Disk 33
gPhyslcal Disk 35
= Enclosures

QEnclusure 244

b

jin]
Name

Write Cache

Read Cache M

RAID Level

Import Virtual Disk

Initialization

Consistency Check

Rebuild Hack(Performance)
Migrate
Delete VD pead

| RAIDO

Status
Size
Member Count

Stripe Size

Importable Foreign
931.0 GB

4

64K

Write Through(Reliable)

© No Read Ahead

Event Logs(ss~107/Total Events:107) Save ) _Clear PO v
Adapter Class Time Description

A 1] PD Event 12/01/2008 17:18 Physical disk 34 is plugged out Sk
A 0 Array Event 12/01/2008 17:17 Array 0 is deleted ;|
A 0 VD Event 12/01/2009 17:17 Virtual disk 0 is deleted
A 1] VD Event 12/01/2009 17:16 Background initialization on virtual disk 0 aborted
@ 1] VD Event 12/01/2009 17:15 Background initialization on virtual disk 0 started
@ 1] VD Event 12/01/2009 17:15 Fast initialization on virtual disk 0 completed

Figure 5-20 Virtual Disk Imported to Array

Marvell RAID

& System

@ Adapter 0

= ‘Array 0: (New Array)
= Physical Disks
&Physics Disk 28
&ths\ca\ Disk 32
_éPhysu:a\ Disk 33
QPhys\ca\ Disk 35

é Physical Disks

i &pPhysical Disk 28
@Physl:al Disk 32
gPhyslcal Disk 33
&Physical Disk 35

= Enclosures
@ Enclosure 244

b

Name

RAID Level
Status

Size

Member Count

Stripe Size

Write Cache Setting

Read Cache Mode

Write Cache Status

Write Back(Performance)
©) Read Ahead
Write Back
RAID O
Functional
921.0 GB
4
64 K

() write Through(Reliable)

® Mo Read Ahead

Event Logs(89~108/Total Events:108)

Adapter Class

Time

Description

VD Event
PD Event
Array Event

A
piy
A VD Event
A
@
(3)

VD Event
VD Event

12/07/2009 14:15
12/01/2009 17:18
12/01/2009 17:17
12/01/2009 17:17
12/01/2009 17:16
12/01/2009 17:15

Virtual disk 0 has been imported into disk array 0
Physical disk 34 is plugged out

Array 0 is deleted

Virtual disk 0 is deleted

Background initialization on virtual disk 0 aborted

Background initialization on virtual disk 0 started

Importing Virtual Disk to Array
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54 Managing Array
This section discusses the following:
m  Viewing Properties of Array
= Renaming Array
m  Modifying Disk Write Cache for Array
= Managing Virtual Disk
5.4.1 Viewing Properties of Array
To view the properties of an array, select the Array (Array 0: (New_Array) in this example)
in the list of system devices, as shown in Figure 5-21. Upon selection, MRU displays the
Property tab for the array.
Figure 5-21 Properties of Array
Disk array 0 current storage allocation: W assigned {ree
Physical Disks . —
= Physical Disks D S s 0
] &Phy&i:al Disk 28 =
@Physical Disk 30 Pl Nee Aty
&yPhysical Disk 31 | Disk Write Cache @ ON (©) OFF
#Physi:al Disk 32 i RAID Level RAID 5
&th&ical Disk 53 Status Functional
@Physi:al Disk 34 .
@Physical Gidias Total Size 447.0 GB
& Enclosures Background Activity State None
@ Enclosure 244 Disk Block Size 5128
'Purt Multipliers p e T~
i Battery Backup Unit
4 i '
Event Logs(1~7/Total Events:7)
Adapter Class Time
Array Event 12/01/2009 11:55 Array 0 is created
@ PD Event 12/01/2009 11:53 Physical disk 35 has been unset as spare drive
@ PD Event 12/01/2009 11:53 Media Patrol on physical disk 35 aborted
@ PD Event 12/01/2009 11:53 Media Patrol on physical disk 35 started
@ PD Event 12/01/2009 11:52 Physical disk 35 has been assigned as spare drive
A Battery Event 12/01/2009 11:52 Battery is discharging
Note: Hover the mouse over the array storage allocation bar to view the size of the array. If you have
already created one or more virtual disks, they are displayed as segments in the storage allocation bar
and sized proportional to their disk capacity. Hover the mouse over individual segments to view the
virtual disk’s name and size.
MRU uses different icons to indicate the status of the array. For more information, see
Appendix C, Icons used in MRU.
5-22 Managing Array
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5.4.2 Renaming Array

The name for an array can be modified from the Property tab for the Array, as shown in
Figure 5-22. Type a new name in the Name field and select Modify to confirm changes.

Figure 5-22 Renaming Array

Marvell RAID

T VAT Dk o (NEW7J
Physical Disks
& Physical Disks

Disk array 0 current storage allocation:

D

M i Realgre
b— 55

0

&Phy&ical Disk 28
0Physl:al Disk 30

Name

New_Array

OPhyslcal Disk 31
“Physical Disk 32
0Phys|:al Disk 33
aPhyslcal Disk 34
QPhysical Disk 35
g Enclosures
! @ Enclosure 244
'Pnrt Multipliers
‘ Battery Backup Unit

< m ] *

.| Disk Write Cache

i RATD Level

Status

Total Size

Background Activity State
Disk Block Size

Stripe Size

@ ON ) OFF
RAID 5
Functional
447.0 GB
Nene

512B

64 K

Event Logs(1~7/Total Events:7)

Adapter Class

Time

@
@
@
@
A

Array Event
PD Event
PD Event
PD Event
PD Event

Battery Event

12/01/2009 11:55
12/01/2009 11:53
12/01/2009 11:53
12/01/2009 11:53
12/01/2009 11:52
12/01/2009 11:52

Array 0 is created

Physical disk 35 has been unset as spare drive
Media Patrol on physical disk 35 abarted

Media Patrol on physical disk 35 started

Physical disk 35 has been assigned as spare drive

Battery is discharging

Note: Modify is grayed-out until the settings change.

5.4.3 Modifying Disk Write Cache for Array

The Disk Write Cache for an array can be modified from the Property tab for the Array, as
shown in Figure 5-23. Select between ON and OFF to enable and disable Disk Write Cache.
Select Modify to confirm changes.

Managing Array
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Figure 5-23 Modifying Disk Write Cache

Marvell RAID

#! x|
. E Virtual Disk 0¢ (New_

& Physical Disks

& Physical Disks

&Physlcal Disk 28
ﬂPhysicﬂl Disk 30
@Physi:al Disk 31
gPhyslcal Disk 32
0Physical Disk 33
@Physl:al Disk 34
gPhyslcal Disk 35

= Enclosures

°t

\’Enclusure 244
@rort Mutipliers
§ Battery Backup Unit

e 3

Name

Disk array 0 current storage allocation:

(1]

New_Array

Disk Write Cache

@ ON ) OFF

RAID Level

Status

Total Size

Background Activity State
Disk Block Size

Stripe Size

RAID 5
Functional
447.0 GB
None

512B

64 K

Event Logs(1~7/Total Events:7)

Adapter Class

Time

@
@
@
@
A

Array Event
PD Event
PD Event
PD Event
PD Event

Battery Event

12/01/2009 11:55
12/01/2009 11:53
12/01/2009 11:53
12/01/2009 11:53
12/01/2009 11:52
12/01/2009 11:52

Array 0 is created

Physical disk 25 has been unset as spare drive
Media Patrol on physical disk 35 aborted

Media Patrol on physical disk 35 started

Physical disk 25 has been assigned as spare drive

Battery is discharging

Note: Modify is grayed-out until the settings change.

5.4.4

Managing Virtual Disk

This section discusses the following:

5441

Viewing Properties of Virtual Disk

Renaming Virtual Disk

Modifying Cache Modes for Virtual Disk

Initializing Virtual Disk

Checking/Fixing Consistency of Virtual Disk

Scheduling Background Activities

Controlling Rate of Background Activities

Viewing Properties of Virtual Disk

To view the properties of a virtual disk, select the Virtual Disk (Virtual Disk 0: (VD1) in this
example) in the list of system devices, as shown in Figure 5-24. Upon selection, MRU
displays the Property tab for the virtual disk.
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5.4.4.2

Figure 5-24 Properties of Virtual Disk

Marvell RAID

& System
= g Adapter 0 D 0
& Array 0: (New_Array) —
Name New_VD
1 Physical Disks ™ Write Cache Setting © Adto
& Physical Disks @ write Back(Performance)
T & Phsical Disk 28 Read Cache Mode ) Read Ahead
#Physicﬂl Disk 30 Write Cache Status Write Back
&¥Physical Disk 31 :| RAID Level RAID 5
ﬁPhyslcal Disk 32 i :
i i Status Functional
0Phys|cal Disk 33
&y Physical Disk 34 Size 446.9 GB
& Physical Disk 35 Member Count 4
Encl
=oatisedin Stripe Size 64K

\’Enclusure 244
@rort Mutipliers
§ Battery Backup Unit

< . I

() write Through(Reliable)

Event Logs(1~7/Total Events:7)

QoY

Adapter Class Time
@ 0 Array Event 12/01/2009 11:55 Array 0 is created
@ 0 PD Event 12/01/2009 11:53 Physical disk 25 has been unset as spare drive
@ 0 PD Event 12/01/2009 11:53 Media Patrol on physical disk 35 aborted
@ 0 PD Event 12/01/2009 11:53 Media Patrol on physical disk 35 started
@ 0 PD Event 12/01/2009 11:52 Physical disk 25 has been assigned as spare drive
A 1] Battery Event 12/01/2009 11:52 Battery is discharging

] »

m

MRU uses different icons to indicate the status of the virtual disk. For more information, see
Appendix C, Icons used in MRU.

Renaming Virtual Disk

The name for a virtual disk can be modified from the Property tab for the Virtual Disk, as
shown in Figure 5-25. Type a new name in the Name field and select Modify to confirm

changes.

Managing Array
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Figure 5-25 Renaming Virtual Disk

Marvell RAID
& System

= @ Adapter 0 o B
Array 0: (New_Array)

Name New_VD

1 Physical Disks Write Cache Setting T Adte
@ Write Back(Performance) () write Through(Reliable)

= Physical Disks
i éPhyslcal Disk 28 Read Cache Mode () Read Ahead @ No Read Ahead

pPhysical Disk 30 Write Cache Status Write Back
@Physi:al Disk 31
ﬁPhyslcal Disk 32
éphysical Disk 33
&y Physical Disk 34 Size 446.9 GB

;| RAID Level RAID 5

Status Functional

&yPhysical Disk 35 Member Count 4
= Enclosures
\’Enclusure 244
'Puft Multipliers
W Battery Backup Unit

Stripe Size 64 K

< . I

Event Logs(1~7/Total Events:7)
Adapter Class Time
Array Event 12/01/2009 11:55 Array 0 is created

@ PD Event 12/01/2009 11:53 Physical disk 25 has been unset as spare drive
@ PD Event 12/01/2009 11:53 Media Patrol on physical disk 35 aborted

@ PD Event 12/01/2009 11:53 Media Patrol on physical disk 35 started

@ PD Event 12/01/2009 11:52 Physical disk 25 has been assigned as spare drive
A Battery Event 12/01/2009 11:52 Battery is discharging

Note: Modify is grayed-out until the settings change.

5.4.4.3 Modifying Cache Modes for Virtual Disk

The Write Cache Mode and Read Cache Mode for a virtual disk can be modified from the
Property tab for the Virtual Disk, as shown in Figure 5-26. Select between the options
provided for each mode, and select Modify to confirm changes.

5-26 Managing Array
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Figure 5-26 Modifying Cache Modes

Marvell RAID
& System

= @ Adapter 0 o B
Array 0: (New_Array)

Name New_VD

[ _Physical Disks " Write Cache Setting T Auto
@ Write Back(Performance) () write Through(Reliable)

= Physical Disks
: &yPhysical Disk 28 Read Cache Mode ) Read Ahead @ No Read Ahead

pPhysical Disk 30 Write Cache Status Write Back
@Physi:al Disk 31
ﬁPhyslcal Disk 32
éphysical Disk 33
&y Physical Disk 34 Size 446.9 GB

;| RAID Level RAID 5

Status Functional

&yPhysical Disk 35 Member Count 4
= Enclosures
\’Enclusure 244
'Puft Multipliers
W Battery Backup Unit

Stripe Size 64 K

e —

Event Logs(1~7/Total Events:7)
Adapter Class Time
Array Event 12/01/2009 11:55 Array 0 is created

@ PD Event 12/01/2009 11:53 Physical disk 25 has been unset as spare drive
@ PD Event 12/01/2009 11:53 Media Patrol on physical disk 35 aborted

@ PD Event 12/01/2009 11:53 Media Patrol on physical disk 35 started

@ PD Event 12/01/2009 11:52 Physical disk 25 has been assigned as spare drive
A Battery Event 12/01/2009 11:52 Battery is discharging

Note: Modify is grayed-out until the settings change.

5.4.4.4 Initializing Virtual Disk
This section describes the procedure for initializing a virtual disk.

Note: For information on Initialization, see Appendix D, Glossary.

To initialize virtual disk

1. Select the Virtual Disk from the list of system devices.
2. Roll-over the Operation tab, and select Initialization, as shown in Figure 5-27.
The Initialization Options screen appears, as shown in Figure 5-28.
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Figure 5-27 Virtual Disk Operation Tab

Marvell RAID Prope
fasystem
= Adapter 0 .
- Adap D Consistency Check
=) g
Name Delete VD v
= Physical Disks “Write Cache Setting T AUto
&yPhysical Disk 22 @ write Back{Performance) ) write Through(Reliable)
&Physical Disk 32 Read Cache Mode © Read Ahead @ No Read Ahead
g1 Physical Disks Write Cache Status Write Back
&pPhysical Disk 28 il RAID Level RAID 1
&pPhysical Disk 32 i i
Status Functional
§pPhysical Disk 33
&Physical Disk 34 Size 232.8 GB
#Phys\cﬂ\ Disk 35 Member Count 2
g Endlosufes Stripe Size 64 K
OEHCIDsure 244
@prort Multipliers
@ Battery Backup Unit
{1 i I
Event Logs(17~36/Total Events:36) Save j  _Clear PWIwWD
Adapter Class Time Description
Array Event 12/01/2009 17:13 Array 0 is deleted =
VD Event 12/01/2009 17:13 Virtual disk 0 is deleted g|

Miscellaneous Event| 12/01/2009 12:19 Virtual disk 0 missing disk(s) and went offline at boot
Miscellaneous Event| 12/01/2009 12:19 Physical disk missing from virtual disk 0 configuration at boot
Miscellaneous Event| 12/01/2009 12:19 Virtual disk 0 missing disk(s) and went offline at boot
Miscellaneous Event| 12/01/2009 12:19 Physical disk missing from virtual disk 0 configuration at boot

o o o oo o

oceokrpk

3. Select Background Initialization, as shown in Figure 5-28.

Figure 5-28 Initialization Options

Marvell RAID
35 System (Name:New_VD)
= ' Adapter 0
2 gAY O (New_Array)
a Virtual Disk 0: (New VI
& Physical Disks
&Physi:al Disk 28
&Physi:al Disk 32
& Physical Disks
&Physi:al Disk 28 .
#Physi:al Disk 32 : Initialize Options : Background Initialization +

&Physi:al Disk 33 Background Initialization
éPhysi:al Disk 24
éPhysi:al Disk 35

& Enclosures

O Enclosure 244
@prort Multipliers
@ Battery Backup Unit

« . ]

Event Logs(21~40/Total Events:40)
Adapter Class Time
(1] VD Event 12/01/2009 17:15 Fast initialization on virtual disk 0 completed
VD Event 12/01/2009 17:15 Fast initialization on virtual disk 0 started
VD Event 12/01/2009 17:15 Virtual disk 0 is created
Array Event 12/01/2009 17:15 Array 0 is created

8cmymtbz810-gd8biy0x * Lycom Technology, Inc. * UNDER NDA# 12103316

Array Event 12/01/2009 17:13 Array 0 is deleted
VD Event 12/01/2009 17:13 Virtual disk 0 is deleted

Note: Fast Initialization is only available during the virtual disk creation process. For information
on Fast Initialization, see Appendix D, Glossary.
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4. Select Start to begin background initialization, as shown in Figure 5-29.

Note: To schedule background initialization, see 5.4.4.6, Scheduling Background Activities

MRU displays Background Activity Progress in the Property tab for the Virtual Disk, as
shown in Figure 5-29.

Figure 5-29 Initialization Status

Marvell RAID
aasystam

o g Adapter 0

&pPhysical Disk 28
&pPhysical Disk 32
1 Physical Disks
&yPhysical Disk 28
&yPhvsical Disk 32
&Physicsl Disk 33
&Physical Disk 34
&Physicsl Disk 35

=} Enclosures

Name

| Write Cache Setting

Read Cache Mode

Write Cache Status

i| RAID Level

Status
Size
Member Count

Stripe Size

0

New_VD

© Auto

@ write Back(Performance)
© Read Ahead

Write Back

RAID 1

Functional

232.8GB

2

(7 write Through(Reliable)
@ No Read Ahead

\’Enclusura 244
@Port Multipliers

Background Activity Progress

Backaround initialization 0%

W Battery Backup Unit

] — p—

Event Logs(21~40/Total Events:40)

Adapter Class

Time

VD Event
VD Event
VD Event
Array Event
Array Event
VD Event

12/01/2009 17:15
12/01/2009 17:15
12/01/2009 17:15
12/01/2009 17:15
12/01/2009 17:13
12/01/2009 17:13

Fast initialization on virtual disk 0 completed
Fast initialization on virtual disk 0 started
Virtual disk 0 is created

Array 0 is created

Array 0 is deleted

Virtual disk 0 is deleted

Note: To set the rate of background initialization, see 5.4.4.7, Controlling Rate of Background

Activities.

5. Options to Pause, Resume, and Stop Background Initialization are available in the
Operation tab for the Virtual Disk.

5.4.4.5 Checking/Fixing Consistency of Virtual Disk

This section describes the procedure for checking and fixing consistency of a virtual disk.

Note: For information on Consistency Check, see Appendix D, Glossary.

To check/fix consistency of virtual disk

1. Perform a Background Initialization of the virtual disk before checking/fixing consistency, as
described in section 5.4.4.4, Initializing Virtual Disk.

2. Select the Virtual Disk from the list of system devices.

3. Roll-over the Operation tab, and select Consistency Check, as shown in Figure 5-30.
The Consistency Check Options screen appears, as shown in Figure 5-31.
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Figure 5-30 Virtual Disk Operation Tab

Marvell RAID

Gasvstem =
= Adapter 0 .
= @ Adapter jin] Consistency Check
& Array 0: (New_Array) |4
Name Delete VD v
= Physical Disks Write Cache Setting T Auto
&yPhysical Disk 28 @ write Back{Performance) ) write Through(Reliable)
@th&ma‘ Disk 32 Read Cache Mode @) Read Ahead @ No Read Ahead
g1 Physical Disks Write Cache Status Write Back
&pPhysical Disk 28 il RAID Level RAID 1
&pPhysical Disk 32 i i
Status Functional
&Physical Disk 33
&Physical Disk 34 Size 232.8 GB
§yPhysical Disk 35 Member Count 2
- Enlosufes Stripe Size 64 K
\,Enclusure 244
@ Port Multipliers
@ Battery Backup Unit
{1 i 75
Event Logs(17~36/Total Events:36) Save ) . Cleary (< < s )
Adapter Class Time Description
A 0 Array Event 12/01/2009 17:13 | Array 0 is deleted -
A 0 VD Event 12/01/2009 17:13 | Virtual disk 0 is deleted H
@ [} Miscellaneous Event| 12/01/2009 12:19 Virtual disk 0 missing disk(s) and went offline at boot
@ 0 Miscellaneous Event| 12/01/2009 12:19 Physical disk missing from virtual disk 0 configuration at boot
@ (1] Miscellaneous Event| 12/01/2009 12:19 Virtual disk 0 missing disk(s) and went offline at boot
@ 0 Miscellaneous Event| 12/01/2009 12:19 Physical disk missing from virtual disk 0 configuration at boot

4. As shown in Figure 5-31, select one of the following options:

m  Select Consistency Check to check and report data inconsistencies.

m  Select Consistency Fix to check, report, and resolve data inconsistencies.
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Figure 5-31 Consistency Check Options
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Event Logs(23~42/Total Events:42)

Adapter Class Time Description
VD Event 12/01/2008 17:16 Background initialization on virtual disk 0 aborted

VD Event 12/01/2009 17:15 Background initialization on virtual disk 0 started

VD Event 12/01/2009 17:15 Fast initialization on virtual disk 0 completed
VD Event 12/01/2009 17:15 Fast initialization on virtual disk 0 started
VD Event 12/01/2009 17:15 Virtual disk 0 is created

Array Event 12/01/2009 17:15 Array 0 is created

5. Select Start to begin consistency check/fix, as shown in Figure 5-31.
Note: To schedule background initialization, see 5.4.4.6, Scheduling Background Activities

MRU displays Background Activity Progress in the Property tab for the Virtual Disk.
6. Optionsto Pause, Resume, and Stop Consistency Check/Fix are available in the Operation
tab for the Virtual Disk.

5.4.4.6 Scheduling Background Activities

As a maintenance procedure for the virtual disk, MRU can schedule background activities
such as initialization and consistency check. This section describes the procedure to
schedule background activities in MRU.

To schedule background activities

1. Select the Virtual Disk from the list of system devices.

2. Roll-over the Operation tab, and select one of the following background activities:
m  Select Initialization to schedule background initialization for virtual disk.
m  Select Consistency Check to schedule consistency check/fix for virtual disk.

The Background Activity Options (Initialization Options in this example) screen appears, as
shown in Figure 5-32.
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Figure 5-32 Selecting Background Activity
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Event Logs(23~42/Total Events:42)
Adapter Class Time Description

VD Event 12/01/2009 17:16 Background initialization on virtual disk 0 aborted
VD Event 12/01/2009 17:15 Background initialization on virtual disk 0 started
VD Event 12/01/2009 17:15 Fast initialization on virtual disk 0 completed
VD Event 12/01/2009 17:15 Fast initialization on virtual disk 0 started
VD Event 12/01/2009 17:15 Virtual disk 0 is created

Array Event 12/01/2009 17:15 Array 0 is created

3. Select Background Initialization, as shown in Figure 5-32.

4. Select Schedule to schedule background initialization, as shown in Figure 5-32.
The Schedule Time Setting window appears, as shown in Figure 5-32.

5. As shown in Figure 5-33, select the Start time and Date for the first occurrence.

By default, MRU runs the activity Only once. Choose between the available options (Daily,
Weekly, Monthly) to schedule the background activity on a periodic basis.
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Figure 5-33 Selecting Date and Time

Marvell RAID

HaSystem

o g Adapter 0

o gAY 0 (New_Array)
Virtual Disk 0: (New v
& Physical Disks
&pPhysical Disk 28
&pPhysical Disk 32
1 Physical Disks
&pPhysical Disk 28
&pPhysical Disk 32
&Physwca\ Disk 33
&yPhsical Disk 34

Schedule Time Setting

Start time 17:16

Date : 12/03/2009 L1
@ only once

Click to show calendar fd

5 MT W TFS

1(2|3|4|5
6|7/8[9 101112
Daily 13 14/15/16 17 |18 19
2021|2223 24|25 26
27 28/29 30 31

Close

&FPhysical Disk 35 Weekly
=} Enclosures
OEnclnsure 244
@pFort Multipliers _
W Battery Backup Unit
: b Previous) Cancel )
Event Logs(23~42/Total Events:42) Save ) . Cleary (< < B N )
Adapter Class Time Description
A 0 VD Event 12/01/2009 17:16 Background initialization on virtual disk 0 aborted
@ 1] VD Event 12/01/2009 17:15 Background initialization on virtual disk 0 started
0 VD Event 12/01/2009 17:15 Fast initialization on virtual disk 0 completed
® [s] VD Event 12/01/2009 17:15 Fast initialization on virtual disk 0 started
® 0 VD Event 12/01/2009 17:15 Virtual disk 0 is created
@ 1] Array Event 12/01/2009 17:15 Array 0 is created

6. After scheduling the activity, select Submit to confirm changes, as shown in Figure 5-33.

The Schedule Setting window appears, as shown in Figure 5-34, listing details of the
scheduled activity.

Note: Schedule Setting is now listed as an option in the System > Toolset menu. Use this option
to view the list of scheduled activities.
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Figure 5-34 Schedule Setting

otal Pages:1)
Class BGA name Set time
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Event Logs(23~42/Total Events:42)
Adapter Class Time Description

VD Event 12/01/2009 17:16 Background initialization on virtual disk 0 aborted
VD Event 12/01/2009 17:15 Background initialization on virtual disk 0 started
VD Event 12/01/2009 17:15 Fast initialization on virtual disk 0 completed
VD Event 12/01/2009 17:15 Fast initialization on virtual disk 0 started
VD Event 12/01/2009 17:15 Virtual disk 0 is created

Array Event 12/01/2009 17:15 Array 0 is created

Note: Schedule Setting is not listed in the System > Toolset menu until an activity is scheduled.

5.4.4.7 Controlling Rate of Background Activities

The controller prioritizes background activities based on the specified control rates. When
background activities are in progress, the controller is still available to the OS for normal
operations. However, the response time may be slower depending on the background
activity control rate.

The rate of various background activities can be modified from the Property tab for the
Adapter, as shown in Figure 5-35. Move the slider to adjust the rates and then select Modify
to confirm changes.

Note: For information on Synchronization Rate, Initialization Rate, Rebuild Rate, and Media Patrol
Rate, see Appendix D, Glossary.
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Figure 5-35 Controlling Rate of Background Activities
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5.5 Managing Physical Disks

This section discusses the following:

m  Viewing Properties of Physical Disk

m Locating Physical Disk in Enclosure

m  Starting Media Patrol

m  Releasing an Offline Physical Disk from Virtual Disk

m  Assigning Physical Disk as Global Spare Drive

m  Assigning Physical Disk as Dedicated Spare Drive

m  Erasing RAID Configuration Data on Foreign Physical Disk

MARVELL CONFIDENTIAL - UNAUTHORIZED DISTRIBUTION OR USE STRICTLY PROHIBITED

5.5.1 Viewing Properties of Physical Disk

To view the properties of a physical disk, select the Physical Disk in the list of system
devices, as shown in Figure 5-36. Upon selection, MRU displays the Property tab for the
physical disk.

Figure 5-36 Properties of Physical Disk
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MRU uses different icons to indicate the status of the physical disk. For more information,
see Appendix C, Icons used in MRU.
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5.5.2 Locating Physical Disk in Enclosure

The Locate feature helps you identify a physical disk in an enclosure containing many
physical disks. It works either by switching the LED on the physical disk on or making it blink.

MRU for RAID-On-Chip (ROC) Controllers

The behavior of the Locate feature is determined by the design of the enclosure.

Note: The enclosure must support this feature for it to work.

To locate a physical disk

1. Select the Physical Disk, in the list of system devices, as shown in Figure 5-37.

2. Roll-over the Operation tab, and select Locate On to turn Locate on, as shown in

Figure 5-37.

Figure 5-37 Turn Locate On
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To turn Locate off for a physical disk

1. Select the Physical Disk, in the list of system devices, as shown in Figure 5-38.

2. Roll-over the Operation tab, and select Locate Off to turn Locate off, as shown in

Figure 5-38.
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Figure 5-38 Turn Locate Off
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5.5.3  Starting Media Patrol

This section describes the procedure for starting media patrol on a configured physical disk
(that is part of a virtual disk) or a spare drive.

Note: For information on Media Patrol, see Appendix D, Glossary.

To start media patrol

1. Select the Physical Disk in the list of system devices.
2. Roll-over the Operation tab, and select Start Media Patrol as shown in Figure 5-39.
MRU displays Background Activity Progress in the Property tab for the Physical Disk.
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Figure 5-39 Starting Media Patrol
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3. Optionsto Pause, Resume, and Stop Media Patrol are available in the Operation tab for the
Virtual Disk.

5.5.4  Releasing an Offline Physical Disk from Virtual Disk

This section describes the procedure for releasing an offline physical disk from a virtual disk.
For information on offline physical disks, see Appendix C, Icons used in MRU.

To release an offline physical disk

1. Select offline Physical Disk in the list of system devices.
2. Rollover the Operation tab, and select Set Free.
The physical disk is now released from the virtual disk.

5.5.5  Assigning Physical Disk as Global Spare Drive

You can assign spare drives that can be used for Rebuilding Degraded Array. Global spare
drives can be used by any array. Only an unconfigured physical disk can be assigned as a
spare drive. A physical disk which is either fully or partially configured cannot be used as a
spare drive.

To assign physical disk as global spare drive

1. Select Physical Disk.
2. Roll-over the Operation tab, and select Set as Global Spare Drive, as shown in Figure 5-40.
MRU confirms the assignment as shown in Figure 5-41.
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Figure 5-40 Assigning Physical Disk as Global Spare Drive
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Figure 5-41 Spare Confirmation

Marvell RAID

8cmymtbz810-gd8biyOx * Lycom Technology, Inc. * UNDER NDA# 12103316

@ System
= g Adapter 0 = = a
= Physical Disks
&Physical Disk 28 Type SATA
&pPhysical Disk 30 Model ST3250820NS
. gPhysical Disk 31 Size 232.9 GB
L. gpPhysical Disk 32
¥ Hot Spare Global
&Physical Disk 33
Physical Disk 34 Locate OFF
il write cache © ON © OFF L
Status Unconfigured
H ,En:\nsure 244
. Current speed 3Gb/s
@ rort Mulipliers
W Battery Backup Unit Adapter ID 0
Parent Device Expander
Parent Device Port ID 5
Feature Support NCQ 1.5Gb/s 3Gb/s 48Bits
P . Serial Number SQESOXKB
Event Logs(0~0/Total Events:0) SANE) ‘olean) @99
Adapter Class Time Description
5-40 Managing Physical Disks

Copyright © 2009 Marvell
December 9, 2009

CONFIDENTIAL
Document Classification: Proprietary

Doc No. MV-5400052-00 Rev. F



MARVELL CONFIDENTIAL - UNAUTHORIZED DISTRIBUTION OR USE STRICTLY PROHIBITED

®

[ e |
—
—

M ARVELL®

To release a physical disk from spare drive status

1. Select an unconfigured Global Spare Drive.

MRU for RAID-On-Chip (ROC) Controllers

2. Roll-over the Operation tab, and select Unset as Global Spare Drive.

MRU confirms the change by updating the Status of the physical disk in the Property tab.

5.5.6

Assigning Physical Disk as Dedicated Spare Drive

You can assign spare drives that can be used for Rebuilding Degraded Array. Dedicated
spare drives are used exclusively for rebuilding a specific array. Only an unconfigured
physical disk can be assigned as a spare drive. A physical disk which is either fully or partially
configured cannot be used as a spare drive.

To assign physical disk as global spare drive

1. Select Physical Disk.
2. Roll-over the Operation tab, and select Set as Dedicated Spare Drive, as shown in

Figure 5-42.

A screen appears, as shown in Figure 5-43, prompting you to select the array.

Figure 5-42 Assigning Physical Disk as Dedicated Spare Drive
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Figure 5-43 Select Array
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3. Select the array by clicking on it., as shown in Figure 5-43.
Upon selection, an check-mark appears next to the array icon, as shown in Figure 5-44.

Figure 5-44 Array Selected
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VD Event 12/01/2009 11:56 Fast initialization on virtual disk 0 completed
VD Event 12/01/2009 11:56 Fast initialization on virtual disk 0 started
VD Event 12/01/2009 11:56 Virtual disk 0 is created
Array Event 12/01/2009 11:55 Array 0 is created
PD Event 12/01/2009 11:53 Physical disk 35 has been unset as spare drive
PD Event 12/01/2009 11:53 Media Patrol on physical disk 35 aborted
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4. Click Submit, as shown in Figure 5-44, to create the dedicated spare drive.
MRU confirms the change by updating the Status of the physical disk in the Property tab.

To release a physical disk from spare drive status
1. Select an unconfigured Dedicated Spare Drive.

2. Roll-over the Operation tab, and select Unset as Dedicated Spare Drive.
MRU confirms the change by updating the Status of the physical disk in the Property tab.

5.5.7  Erasing RAID Configuration Data on Foreign Physical Disk

This section describes the procedure to erase RAID configuration data (if any) on a foreign
physical disk.

Note: The RAID controller stores RAID configuration data on all physical disks that are part of a virtual
disk. RAID configuration data must be erased on the physical disk before it can be used with another
virtual disk.

To erase RAID configuration data

WARNING If the physical disk was originally part of another virtual disk, erasing RAID
configuration data may damage that virtual disk, depending on its fault
tolerance capabilities.

1. Select foreign Physical Disk in the list of system devices, as shown in Figure 5-45.
2. Rollover the Operation tab, and select Erase Foreign Configuration, as shown in

Figure 5-45.
Managing Physical Disks 5-43
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Figure 5-45 Erasing RAID Configuration Data on Physical Disk
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5.6 Managing Enclosures

This section discusses the following:

m  Viewing Properties of Expander
m  Viewing Properties of Port Multiplier

5.6.1 Viewing Properties of Expander

To view the properties of an expander, select the Enclosure in the list of system devices, as
shown in Figure 5-46. Upon selection, MRU displays the Property tab for the Enclosure.

Figure 5-46 Properties of Expander
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By default, the detailed properties of enclosure elements are hidden. Click the arrow, as
shown in Figure 5-46, to view detailed properties.

Figure 5-47 shows the detailed properties for Expander 1. Click the arrow, as shown in
Figure 5-47, to hide detalils.
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Figure 5-47 Detailed Properties of Expander
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5.6.2  Viewing Properties of Port Multiplier
To view the properties of a port multiplier, select Port Multipliers in the list of system devices.
Upon selection, MRU displays the Property tab listing all port multipliers connected to the
RAID controller, as shown in Figure 5-48.
Select [Detail>>], as shown in Figure 5-48, to view detailed properties of the port multiplier.
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Figure 5-48 Properties of Port Multiplier
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Figure 5-49 shows detailed properties of port multiplier PM 1. Select [Detail>>], as shown in
Figure 5-49, to hide details.

Figure 5-49 Detailed Properties of Port Multiplier
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5.7 Managing Battery Backup Unit (BBU)

This section discusses the following:

= Viewing Properties of BBU
m  Scheduling Relearn for BBU
= Configuring BBU Alerts

5.7.1  Viewing Properties of BBU

To view the properties of the BBU, select Battery Backup Unit in the list of system devices.
Upon selection, MRU displays the Property tab for the BBU connected to the RAID
controller, as shown in Figure 5-50.

Figure 5-50 Properties of BBU
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5.7.2  Scheduling Relearn for BBU
This section describes the procedure for scheduling BBU Relearn. For more information on
Relearn, see Appendix D, Glossary.
To schedule relearn for BBU

1. Select Battery Backup Unit in the list of system devices, as shown in Figure 5-51.
2. Rollover the Operation tab, and select Schedule Relearn, as shown in Figure 5-51.
3. The Schedule Time Setting screen appears, as shown in Figure 5-52.
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Figure 5-51 Schedule Relearn
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Figure 5-52 Schedule Time Setting
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Select On to enable scheduling, as shown in Figure 5-52.

5. Type the time-period (in days) for repeating the Relearn procedure in the Recur every

day(s) field, as shown in Figure 5-52.
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6. Select Submit, as shown in Figure 5-53.

MRU confirms the selection by updating Relearn Schedule in the Property tab for the BBU,
as shown in Figure 5-54.

Figure 5-53 Recurrence
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Figure 5-54 Relearn Status
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5.7.3 Configuring BBU Alerts

MRU generates Warning and Error events based on Temperature and Voltage readings of
the BBU. The Property tab for the Battery Backup Unit lists the default operating Temperature
range and Voltage range. If the BBU temperature and/or voltage readings are outside these
limits (not including them), then MRU updates the Events Logs with Warning and Error
events as appropriate.

To change the threshold settings, edit the values in the text fields provided for Temperate
range and Voltage range, as shown in Figure 5-55. Select Modify to confirm changes.

Figure 5-55 Configuring BBU Threshold Settings
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5.8 Monitoring Array

This section discusses the following:

m  Receiving E-mail Notifications

= Viewing Events using Windows Event Viewer

= Enabling Alarm for Critical Events

5.8.1 Receiving E-mail Notifications

MRU can send event notifications to a user’s email account. This requires a working SMTP
email server. This involves the following two steps:

m  Configuring SMTP E-mail Server Settings

m  Selecting Event Notifications

5.8.1.1 Configuring SMTP E-mail Server Settings

This section describes the procedure to configure SMTP e-mail server settings in MRU.

To configure SMTP e-mail server settings

1. Select System in the list of system devices.

2. Roll-over the Toolset tab, and select Email Setting, as shown in Figure 5-56.

The Email Setting window appears, as shown in Figure 5-57.

Figure 5-56 System Toolset Menu
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Figure 5-57 Email Settings
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3. Configure the email server settings, and select Test setting, as shown in Figure 5-57.

MRU sends a test mail to the configured email address. If the test mail is received, the
settings are working correctly.

4. Select Submit to save settings.
MRU confirms changes with the message Setting updated successfully!
5.8.1.2 Selecting Event Notifications

This section describes the procedure for selecting event types (information, error, warning)
that trigger email notifications.

Note: For information on the icons used for different event types, see Appendix C, Icons used in MRU.

To receive e-mail event notifications

1. Select System in the list of system devices.
2. Roll-over the Toolset tab, and select Account Manager, as shown in Figure 5-58.
The Account Manage window appears, as shown in Figure 5-59.
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Figure 5-58 System Toolset Menu
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3. Type the E-mail address, as shown in Figure 5-59.

Note: The E-mail address must be valid for the SMTP server configured in Email Setting.
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notification level, as shown in Figure 5-59.

5. Select Submit to save settings.

MRU confirms changes with the message Account updated successfully!

5.8.2

Note: This section applies only to Windows OS.

Viewing Events using Windows Event Viewer

In Windows, MRU events can also be viewed in the Event Viewer (since adapter events are
triggered by the OS/driver).

To view events in the Windows Event Viewer

1. From the Start menu, right-click My Computer, and select Manage.

The Computer Management utility appears, as shown in Figure 5-60.

2. Browse to System Tools > Event Viewer > System to view all system events including that
of MRU, as shown in Figure 5-60.

Figure 5-60 Event Viewer (Windows XP)
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5.8.3

Enabling Alarm for Critical Events

MRU can play an audible alarm when critical events (warning and error) occur. When a
hardware buzzer is present, the buzzer is also sounded. The audible alarm is disabled by

default.
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The alarm can be enabled/disabled from the following two locations:

m The Property tab for the Adapter provides options to enable/disable/mute the alarm, as
shown in Figure 5-61.

= In Windows, you can also use the Tray Application, as shown in Figure 5-62.

Figure 5-61 Enabling Alarm using MRU
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Note: See 2.4.2, Enable/Disable Alarm for information on enabling/disabling alarm using the Tray
Application.

5-56 Monitoring Array

Copyright © 2009 Marvell
December 9, 2009

CONFIDENTIAL
Document Classification: Proprietary

Doc No. MV-5400052-00 Rev. F

8cmymtbz810-gd8biy0x * Lycom Technology, Inc. * UNDER NDA# 12103316



MARVELL CONFIDENTIAL - UNAUTHORIZED DISTRIBUTION OR USE STRICTLY PROHIBITED

[ e |
—
—

M ARVELL®

MRU for RAID-On-Chip (ROC) Controllers

5.9

591

Migrating Array

This section discusses the following:

Migrating Array to Higher RAID Level
Expanding Disk Capacity on Operating Array

Migrating Array to Higher RAID Level

This section describes the procedure for migrating an array to a higher RAID level.

To migrate an array

3.
4,

Select the Array in the list of system devices, as shown in Figure 5-63.

Rollover the Operation tab, and select Migrate, as shown in Figure 5-63.

Figure 5-63 Array Operation Tab
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5. Select the RAID level, as shown in Figure 5-64.
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Figure 5-64 Migrate Array

Marvell RAID

e System Migrate Array | Sclect Migrate RAID Level : RADS  ~
= g Adapter 0 5 fect disks below for migration
o g i Array) @ @ @

a Virtual Disk 0: (New| SATA SATA SATA
& PhYS\CE‘ Disks 2398.1 GB 298.1 GB 298.1 GB

(298.0 GB) (298.0 GB) (298.0 GB)
&pPhysical Disk 51 1D : 28 1D : 30 1D : 33

&pPhysical Disk 32
&pPhysical Disk 34
&y Physical Disk 35(=

& Physical Disks
i &yPhveical Disk 26
&Fhysicsl Disk 30

&yPhysical Disk 31
&y Physical Disk 32 o """A":'a iy
o D 1o

RAID Level | RAID 5

&Physical Disk 33
&pPhysical Disk 34
&pPhysical Disk 35
& Enclosures Available capacity for selected disk set

b Crrlneira 244
T

Size | 447.0GB

<
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Adapter Class Time Description
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PD Event 12/01/2009 11:57 Physical disk 33 has been assigned as spare drive
PD Event 12/01/2009 11:57 Physical disk 33 has been unset as spare drive

VD Event 12/01/2009 11:56 Fast initialization on virtual disk 0 completed

@ PD Event 12/01/2009 11:57 Physical disk 33 has been assigned as spare drive
@ VD Event 12/01/2009 11:56 Fast initialization on virtual disk 0 started

6. The available physical drives are displayed, as shown in Figure 5-64. Click on the specific
drives to add physical disks to the array depending on the RAID level.

Table 5-2 lists the minimum number of physical disks required for different RAID levels.
Table 5-2 Minimum Number of Physical Disks

Controller Minimum Number of Physical Disks Required for RAID Level
0 1 1E 5 6 10 50 60
RAID-On-Chip (ROC) Controller 2 2 3 3 4 4 6 8

7. Click Submit, as shown in Figure 5-64.

If the chosen RAID level does not support the combination of selected drives, the Submit
button remains grayed out.

You are redirected to the array properties tab where migration status is displayed, as shown
in Figure 5-65.
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Figure 5-65 MRU Array Property Tab
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5.9.2 Expanding Disk Capacity on Operating Array

This section describes the procedure for expanding the disk capacity on an operating array
without changing the RAID level.

To extend the capacity of an array

1. Select the Array in the list of system devices, as shown in Figure 5-66.

The Array Property tab appears, as shown in Figure 5-66.

Note: Hover the mouse over the array storage allocation bar to view the size of the array. If you
have already created one or more virtual disks, they are displayed as segments in the storage
allocation bar and sized proportional to their disk capacity. Hover the mouse over individual
segments to view the virtual disk’s name and size.

2. Rollover the Operation tab and select Migrate, as shown in Figure 5-66.

Migrating Array
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Figure 5-66 MRU Array Operation Tab
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3. The drop-down menu at the top displays the current RAID level for the array as shown in
Figure 5-67. Do not change the RAID level as you intend to increase capacity for the current

level.

Figure 5-67 Migrate Array
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4. The available physical drives are displayed, as shown in Figure 5-67. Click on the specific
drives to add them to the array. You may add any number of drives depending on the required

array size.

5. Click Submit, as shown in Figure 5-67.

You are redirected to the array properties tab where migration status is displayed, as shown

in Figure 5-68.

Figure 5-68 MRU Array Property Tab
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5.10 Rebuilding Degraded Array

MRU can rebuild a fault-tolerant array by reconstructing data from parity or mirror information
from the member physical disks. When an array becomes degraded due to the failure of one
or more physical disks, MRU updates the status of the array to Degraded. The degraded
array can be rebuilt in the following ways:

= Automatically Rebuilding Degraded Array
= Manually Rebuilding Degraded Array

5.10.1 Automatically Rebuilding Degraded Array
This section discusses the following:
= Enabling Auto-Rebuild

m  Auto-Rebuild with Hot Spare
m  Auto-Rebuild with Hot Swap

5.10.1.1 Enabling Auto-Rebuild

Auto-Rebuild is disabled by default. You can enable Auto-Rebuild in the Property tab for
the Adapter, as shown in Figure 5-69. After enabling Auto-Rebuild, select Modify to confirm
the change.

Figure 5-69 Enabling Auto-Rebuild
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&Physical Disk 28 Maximum Expander 10

&pFhysical Disk 30 Synchronization Rate Low | | High s
&Physl:al Disk 31
aphysi:al Disk 32
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‘Pnrt Multipliars Copy Back @ ON ) OFF

Initialization Rate Low | | High s0%

Rebuild Rate Low | | High s0%

@ Baftery Backup Unit Auto-Rebuild ) ON @ OFF |

Poll 5.M.A.R.T Status ) ON ©@ OFF
Alarm ) ON @ OFF
Serial Number FFFFFFFFFF0000000022

Event Logs(o~0/Total Events:0)
Adapter Class

Note: If your degraded array does not auto-rebuild even when a global/dedicated spare drive is
available, verify that the spare drive is suitable for the array.
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Auto-Rebuild with Hot Spare

When Auto-Rebuild is enabled and a suitable global/dedicated spare drive is available, MRU
can automatically rebuild a virtual disk when it becomes degraded. To assign a physical disk

as a global/dedicated spare drive, see sections 5.5.5, Assigning Physical Disk as Global
Spare Drive and 5.5.6, Assigning Physical Disk as Dedicated Spare Drive.

Auto-Rebuild with Hot Swap

In the absence of a global/dedicated spare drive, you can auto-rebuild by hot-swapping
another physical disk in the same location. MRU automatically rebuilds the array when it
detects an online physical disk at that location.

Manually Rebuilding Degraded Array

This section describes the procedure for manually rebuilding a degraded array when
Auto-Rebuild is disabled and a dedicated spare drive is not available.

To manually rebuild a degraded virtual disk

1.
2.

Select the degraded Array in the list of system devices, as shown in Figure 5-70.

Roll-over the Operation tab, and select Rebuild, as shown in Figure 5-70.

MRU displays available global spare drives, as shown in Figure 5-71.

Note: To assign a physical disk as a global/dedicated spare drive, see sections 5.5.5, Assigning
Physical Disk as Global Spare Drive and 5.5.5, Assigning Physical Disk as Global Spare Drive.

Figure 5-70 Degraded Array
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Figure 5-71 Available Physical Disks
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3. Select Spare Drive(s) from the list, as shown in Figure 5-71.

When a spare drive is selected, a check mark is placed next to it, as shown in Figure 5-72.

Figure 5-72 Select Spare Drive
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4. Select Submit to begin the rebuild process, as shown in Figure 5-72.

MRU displays the Background Activity Progress in the Property tab for the Virtual Disk,
as shown in Figure 5-73.

Figure 5-73 Rebuild Status
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5. Options to Pause, Resume, and Stop Rebuild are available in the Operation tab for the

Array.

Rebuilding Degraded Array

Copyright © 2009 Marvell
December 9, 2009

CONFIDENTIAL
Document Classification: Proprietary

5-65

Doc No. MV-5400052-00 Rev. F

8cmymtbz810-gd8biy0x * Lycom Technology, Inc. * UNDER NDA# 12103316



MARVELL CONFIDENTIAL - UNAUTHORIZED DISTRIBUTION OR USE STRICTLY PROHIBITED

[ e |

= Marvell RAID Utility

M ARV EL L® UserManual

5.11 Deleting Array

This section discusses the following:

m  Deleting Virtual Disk

m  Deleting Array

5.11.1 Deleting Virtual Disk

This section describes the procedure for deleting a virtual disk on array.

Note: After deleting a virtual disk, the physical disks constituting the virtual disk become available for

use in other virtual disks.

To delete a virtual disk

WARNING Deleting a virtual disk permanently erases all data on the virtual disk. However,
C you can choose to keep partition information on the virtual disk.

5-66
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Select Array > Virtual Disk in the list of system of devices.

The Property tab for the Virtual Disk appears.

Roll-over the Operation tab and select Delete VD, as shown in Figure 5-74.
Figure 5-74 Delete VD
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MRU displays the warning All data on this virtual disk will be erased once it is deleted!
Select OK to acknowledge the warning.
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4. MRU requests confirmation of deletion with a pop-up message Are you sure you want to
delete this virtual disk?

Select OK to confirm deletion.

5. MRU displays a pop-up message asking Do you want to delete the partition information
if this has one?

Select OK to delete partition information or Cancel to keep partition information.

5.11.2 Deleting Array

This section describes the procedure for deleting an array. You must delete all virtual disks
on an array, as described in section 5.11.1, Deleting Virtual Disk, before you can delete the
array.

To delete an array

WARNING Deleting an array permanently erases all data on the array.

A\

1. Select Array in the list of system of devices.
The Property tab for the Array appears.
2. Roll-over the Operation tab and select Delete Array, as shown in Figure 5-74.

Figure 5-75 Delete Array
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3. MRU requests confirmation of deletion with a pop-up message Are you sure you want to

delete this array?

Select OK to confirm deletion.
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5.12

Updating RAID Controller BIOS

MRU for RAID-On-Chip (ROC) Controllers

The RAID controller BIOS can be updated using MRU. Before updating the BIOS, it is
recommended that you backup the existing BIOS. This is useful if you need to revert to the
existing BIOS for any reason.

This section discusses the following:

m  Backup BIOS
= Update BIOS

5.12.1 Backup BIOS

This section describes the procedure to backup the existing RAID controller BIOS image.

To backup BIOS
1. Select Adapter.

2. Roll-over the Operation tab, and select Backup BIOS, as shown in Figure 5-76.

A File Download dialog appears, as shown in Figure 5-77.

Figure 5-76 Backup
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Physical disk 35 has been unset as spare drive

Media Patrol on physical disk 35 aborted

Media Patrol on physical disk 35 started

Physical disk 35 has been assigned as spare drive

Battery is discharging

Battery status is abnormal, VDs with auto-cache are now in write through mode
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Figure 5-77 Backup Existing BIOS Image

File Download | 28 =

Do you want to save this file. or find a program online to open
it?

Mame: BINFILE20091106.bin
Type: Unknown File Type, 151KE
From: localhost

Find ] [ Save ] [ Cancel ]

i | While files from the Intemet can be useful, some files can potentialhy
@ ham your computer. i you do not trust the source, do not find a
= program to open this file or save this file. What 's the rsk?

L

A

3. Select Save and follow on-screen instructions to save the file to the desired location.

5.12.2 Update BIOS

This section describes the procedure to update the RAID controller BIOS image.

Updating RAID Controller BIOS

To Update the BIOS
1. Backup the BIOS, as described in section 5.12.1, Backup BIOS.
2. Select Adapter.
3. Roll-over the Operation tab, and select Update BIOS, as shown in Figure 5-78.
A Update BIOS dialog appears, as shown in Figure 5-79.
5-70
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Figure 5-78 Update BIOS
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Figure 5-79 Update BIOS Image

Update BIOS

BIOS

Physical disk 35 has been unset as spare drive
Media Patrol on physical disk 35 aborted

Media Patrol on physical disk 35 started

Physical disk 35 has been assigned as spare drive
Battery is discharging

Battery status is abnormal, VDs with auto-cache are now in write through mode

file:

Get Version || Update | ’ Cancel ]

4. Browse to the location of the BIOS image, and select Update to update BIOS image.

Updating RAID Controller BIOS
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MARVELL RAID COMMAND LINE INTERFACE (CLI)

This chapter contains the following sections:

Overview

Opening CLI

Abbreviations

Command Parameters

List of CLI Commands

CLI Help

Selecting Adapter

Managing Adapter

Creating Virtual Disk/Array
Importing Virtual Disk
Managing Virtual Disk/Array
Monitoring Virtual Disk/Array
Migrating Array

Rebuilding Virtual Disk/Array
Deleting Virtual Disk/Array
Managing Physical Disks
Managing Enclosures
Managing the RAID Controller Driver
Updating BIOS, Firmware, and Flash Configuration
Saving CLI Output

Exiting CLI
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6.1 Overview

The Marvell Command Line Interface (CLI) is used to control local RAID controllers using a

command line interface.

Note: The CLI is an optional component in the MRU installation package and is not installed by default.

To install the CLI, see 1.2, Installing the Marvell RAID Utility (MRU).

6-2
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6.2 Open

Marvell RAID Command Line Interface (CLI)

ing CLI

This section describes the procedure to open CLI in Windows and Linux.

= Windows

m  Linux

6.2.1 Windows

This section describes the procedure to open CLI in Windows.

To open CLI in Windows

1. The

B

2. Type help for a complete list of available commands, as shown in Figure 6-2.

CLI can be opened using one of the following methods:

From the Start menu, browse to Programs > Marvell > MarvellCLI.
The MarvellCLI command prompt appears.

OR

Double-click the desktop shortcut for MarvellCLI, as shown in Figure 6-1.
Figure 6-1 MarvellCLI Desktop Shortcut

~

OR
Right-click the desktop shortcut for MarvellCLI, and select Open.

3. Type exit to close MarvellCLI.

Opening CLI
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Figure 6-2 MarvellCLI in Windows
=N MarvellCLI _lo jﬂ

CLI Version: 4.1.8.2 RaidAPI UVersion: 5.8.0.1884
Melcome to Maruell RAID Command Line Interface.

[options] — the options within [1 are optional.
{xiyiz? — choose one of the x. vy or =.
[{xiyiz>] — choose none or one of the x, vy or =.

Abbreviation:
Ul - Uirtuwal Disk
Array - Disk Array
FD - Physzical Disk
BGA - BackGround Activity

Type ‘—output [Filenamel’ to output to a file.

Type ‘help’ to display this page.

Type ‘help command’ to display the help page of ’'command’.
Type ‘command —h' to display help for ’‘command’.

Command name is not case sensitive and may be abhreviated if the
abbreviation is unigue.

Most commands support both short ¢(-» and long ¢{——> options. Long option
names may be abhbreviated if the ahbreviation 10 unigue. A long option
may take a parameter of the form ’'——arg=param’ or ’——arg param’.

Option name is case sensitive. option parameter is not.

COMMAND BRIEF DESCRIPTION

et brief help for all commands.

et brief help for all commands or detail help for one command.
ef ault adapter the following CLI commandz refers to.

szign a disk as spare drive.

tart. stop. pause or resume UD Consistency Check.

et configuration information of UD. PD. Array. HBA or Driver.
:Display adapter{hba?. virtual disk{ud>, disk array.
physical disk{pd>». Port multiplexer{pm>. expander{expr.
block disk<{bhlk? or spare drive information.
:Start,. stop. pause or resume UD initialization.
migrate :Start.pause or resume UD migration.
rehbuild 'Start, stop, pause, resume or restart rebuilding UD.
:8et configuration parameters of UD. PD. HBA or Driver.
:Pause all background activities on specified controller.
:Get enclosure, enclozure element or encloszure config information.
:Import a virtual disk.
ocate the specified PD.
pdate or backup flash image.
mp tart,. stop, pausze or resume media patrol for a physical disk.
f lazshrw :Read flash contents in wnit of hyte,. opr uwrite the pattern hyte to
flash offzet.or compare flash contents with the pattern.
for testing purpose.

6.2.2 Linux

The section describes the procedure to open CLI in Linux.

To open CLI in Linux

1. Right-click the Desktop and select Open Terminal from the pop-up menu.
The Linux Terminal appears, as shown in Figure 6-3.

6-4 Opening CLI
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Figure 6-3 Linux Terminal

|'|.—

File Edit ¥iew Terminal
[root@localhost ~1# []

root@localhost:~

Tabs Help

Note: Figure 6-3 shows the Terminal window for SUSE Enterprise Linux Server (SLES) 10. The
procedure to open the Terminal and its command line interface is similar for other Linux

distributions.

2. Type the following commands in the Linux Terminal window, as shown in Figure 6-4.

cd /opt/marvell/raid/cli

./mveli

Opening CLI
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Figure 6-4 Opening CLI in Linux Terminal

[ root@localhost:/opt/marvell/raid/cli =l

Eile Edit View Terminal Tabs Help

[root@localhost ~]# cd Jfopt/marvell/raidscli
[root@localhost cli]# ..-'m\.rclil

3. Type help for a complete list of available commands.
4. Type exit to close MarvellCLI.

6-6 Opening CLI
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6.3 Abbreviations

Table 6-1 lists common abbreviations used in CLI.
Table 6-1 Abbreviations used in CLI

Abbreviation
array

bbu

bga

blk

exp

hba

pd

pm

vd

Abbreviations

Copyright © 2009 Marvell
December 9, 2009

Description

Disk Array

Battery Backup Unit
Background Activity
Disk Block
Expander

Host Bus Adapter
Physical Disk

Port Multiplier
Virtual Disk
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6.4 Command Parameters

Table 6-2 describes the general syntax for CLI command parameters.

Note: Command parameters are options appended at the end of a command.
Table 6-2 Command Parameters

Parameter Syntax = Parameter Description

[x] A parameter enclosed within square brackets [] is optional.

[<x|y]|z>] For some optional parameters, CLI provides two or more options for selection. When
using an optional parameter with multiple options (x, y, and z in this example),
specify one of the parameter options (x, y, or z) in the command.

<x|y|z> A parameter enclosed within angular brackets <> is required. Specify one of the
parameter options (x, y, or z in this example) in the command.

Note: Square [] and angular <> brackets are only used to differentiate between optional and required
parameters. The brackets are not part of the command parameter syntax.

6-8 Command Parameters
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6.5 List of CLI Commands

Table 6-3 lists all CLI commands.

Marvell RAID Command Line Interface (CLI)

Note: Some commands may not be supported all RAID controllers and operating systems. Type help
in CLI for a full list of supported commands.

Table 6-3 Commands in CLI

Command

CLI Help

?
help

Selecting Adapter

adapter
Managing Adapter
get

info

pause
set -0 hba

set -o aes

set -o aeslink %

IOP ROC Description

Creating Virtual Disk/Array

create

Importing Virtual Disk

import

Managing Virtual Disk/Array

cc
copyback
get

info

init

set -o vd

List of CLI Commands

Copyright © 2009 Marvell
December 9, 2009

I0C
v v
v v
v v
v
v v
v v
v v
x Vv
v
v v
v v
v v
x x
v v
v v
v v

<

xR

<

<

AN N NN

Get brief help for all commands.

Get brief help for a specific command.

Select the adapter/controller on which CLI commands are
executed.

Get configuration information of VD, PD, array, HBA, or driver.

Display information on adapter (hba), virtual disk (vd), disk array,
physical disk (pd), Port multiplexer (pm), expander (exp), block
disk (b1lk) or spare drive information.

Pause all background activities on specified adapter/controller.
Set configuration parameters of HBA.
Set configuration for AES encryption

Set configuration for AES Link

Create virtual disk.

Import a virtual disk created with another RAID controller.

Start, stop, pause, or resume consistency check for a virtual disk.
Pause or resume copy back operation on array.
Get configuration information of VD, PD, array, HBA, or driver.

Display information on adapter (hba), virtual disk (vd), disk array,
physical disk (pd), Port multiplexer (pm), expander (exp), block
disk (b1k) or spare drive information.

Start, stop, pause, or resume VD initialization

Set configuration parameters of VD.

6-9
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Table 6-3 Commands in CLI (continued)

Command

Monitoring Virtual Disk/Array

event

Migrating Array

migrate

Rebuilding Virtual Disk/Array

rebuild

I0C

v

X

v

IOP ROC Description

v

X

v

Deleting Virtual Disk/Array

delete

Managing Physical Disks

assign
delete
get

info

locate

mp

set -o pd

v
v
v
v
v

v
v
v

Managing Enclosures

enc

info

Managing the RAID Controller Driver

get

v

v

v

ANEANIENE

<

v

AN N NN

<\

v

v v v
set -o driver v/ v v

Get list of current events.

Start, pause, or resume migration of arrays.

Start, stop, pause, resume, or restart rebuilding virtual disk/array.

Delete virtual disk/array or spare drive.

Assign a disk as a spare drive.
Delete virtual disk or spare drive.
Get configuration information of VD, PD, array, HBA, or driver.

Display information on adapter (hba), virtual disk (vd), disk array,
physical disk (pd), Port multiplexer (pm), expander (exp), block
disk (b1k) or spare drive information.

Locate the specified physical disk.
Start, stop, pause, or resume media patrol for a physical disk.

Set configuration parameters of PD.

Get information on enclosure, enclosure element, or enclosure
configuration.

Display information on adapter (hba), virtual disk (vd), disk array,
physical disk (pd), Port multiplexer (pm), expander (exp), block
disk (b1k) or spare drive information.

Get configuration information of VD, PD, array, HBA, or driver.

Set configuration parameters of driver.

Updating BIOS, Firmware, and Flash Configuration

flash

flashrw

Saving CLI Output

-output

6-10
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v v v
v v v
v v v

Update or backup flash image.

Read flash contents (in bytes), or write a pattern byte to flash
offset, or compare flash contents with the pattern (for testing
purposes).

Output CLI text to a file.

List of CLI Commands
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Table 6-3 Commands in CLI (continued)

Command IOC IOP ROC Description
Exiting CLI
exit v v v ExitCLL

List of CLI Commands
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6.6 CLI Help

Table 6-4 lists the commands used for CLI Help.
Table 6-4 CLI Help

CLI Help

Command IOC IOP ROC Description
? v' v/ v Getbrief help for all commands.
help v' v v Getbrief help for a specific command.
6.6.1 ?
For a full list of supported CLI commands and descriptions, type ? or help in CLI, as shown
in Figure 6-5.
6-12
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Figure 6-5 CLI command: ?

BN MarvellCLI -|0] x|

CLI Uersion: 4.1.A.2 RaidAPI Version: 5.8.0.1804
llelcome to Marvell RAID Command Line Intewface.

> help

Legend:
[options] — the options within []1 are optional.
<xiyiz> — choose one of the x. vy or =.
[{xiyiz»] — choose none or one of the x. y or =.

fAbbreviation:
= Uirtual Disk
Array - Disk Array
P - Physical Disk
BGA — BackGround Activity

'—putput [filenamel’ to output to a File.

*help’ to display this page.

‘help command’ to display the help page of ’command”’.
‘command —h' to display help for ‘command’.

Command name is not case sensitive and may be abhreviated if the
abbreviation is unigue.

Most commands support both short (-3 and long <——> options. Long option
names may he abbreviated if the abbreviation is unigue. A long option
may take a parameter of the form '——arg=param’ or *‘—arg param’.

Option name is case sensitive, option parameter iz not.

COMMAND BRIEF DESCRIPTION

:Get brief help for all commands.
:Get brief help for all commands or detail help for one command.
:Default adapter the following CLI commands refers to.
Assign a disk as spare drive.
:Start, stop, pause or resume UD Consistency Check.
:Create virtuwual disk.
:Delete virtual disk or spare drive.
:Get the current events.
:Get configuration information of UD. PD,. Array,. HBA or Driver.
iDisplay adapterchbal, virtuwal disk{ud>, disk array.
physical disk{pd>. Port multiplexer{pm), expander{exp).
hlock disk<hlk> or spare drive information.
:Start, stop,. pause or resume UD initialization.
:8tart.pause or resume UD migration.
:8tart, stop, pause, resume or restart rebuilding UD.
:8et configuration parameters of UD,. PD,. HBA or Driver.
:Pause all background activities on specified controller.
:Get enclosure. enclosure element or enclosure config information.
Import a virtual disk.
:Locate the specified PD.
:Update or backup flazh image.
mp :Start, stop, pause or resume media patrol for a physical disk.
flashrw :Read flash contents in unit of bhyte,. or write the pattern hyte to
flash offset,.or compare flash contents with the pattern.
for testing purpose.

6.6.2 help

For help on a specific command, type help followed by the command name. For example,
type help adapter for help on the adapter command.

Note: For a complete list of supported CLI commands and descriptions, type help.

CLI Help 6-13
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6.7 Selecting Adapter
Table 6-5 lists the command used for selecting adapters.
Table 6-5 Selecting Adapter
Command IOC IOP ROC Description
adapter v' v v Select the adapter/controller on which CLI commands are
executed.
6.7.1 adapter
Use adapter to select the adapter/controller on which CLI commands are executed. The
adapter command is useful when there is more than one controller installed in the system.
The syntax for the adapter command (including all required and optional parameters) is as
follows:
adapter -i <adapter ID>
Table 6-6 describes the required and optional parameters for the adapter command.
Table 6-6 Command Parameters: adapter
Syntax Description
Required Parameter
-1 <adapter ID> Use to specify ID of controller on which CLI
commands are executed.
Note: If this parameter is not included in the command
line, CLI displays the ID of the controller on which it
executes commands.
Optional Parameters
[-h] Use to display help text for the adapter command.
Examples
adapter -i 2 Configure CLI to execute commands on controller 2.
adapter Display ID of adapter/controller on which CLI executes
commands.
6-14 Selecting Adapter
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6.8 Managing Adapter

Table 6-7 lists the commands used for managing adapters.

Table 6-7 Managing Adapter

Command IOC IOP ROC Description
get v v v Get configuration information of VD, PD, array, HBA, or driver.
info v’ v/ v Display information on adapter (hba), virtual disk (vd), disk array,

physical disk (pd), Port multiplexer (pm), expander (exp), block
disk (b1k) or spare drive information.

pause v’ v/ v Pause all background activities on specified adapter/controller.
set -o hba v’ v v/ Setconfiguration parameters of HBA.

set -o aes x v/ x  Setconfiguration for AES encryption

set -o aeslink x v/ x  Setconfiguration for AES Link

6.8.1 get

Use get to display the properties of virtual disks, physical disks, arrays, HBA
(adapter/controller), and the driver.

The syntax for the get command (including all required and optional parameters) is as
follows:

get -o <vd|array|pd|hba|aes|aeslink|driver> [-i <VD id|array id|PD id|HBA
id|aes port id>] [-h]

Table 6-8 describes the required and optional parameters for the get command.
Table 6-8 Command Parameters: get
Syntax Description

Required Parameter

-0 Use one of the following options to select the object:
<vd|array|pd|hba|aes|aeslink|driver « vg (virtual disk)
> * array (disk array)

* pd (physical disk)

* hba (adapter/controller)
* aes (AES)

* aeslink (AES link)

e driver (driver)

Note: CLI does not supportget -o driver inLinux.

8cmymtbz810-gd8biyOx * Lycom Technology, Inc. * UNDER NDA# 12103316

Optional Parameters

[-i <VD id|array id|PD id|HBA id|aes Use to specify object ID.

port id>] Note: This parameter is not applicable to objects
aeslinkand driver. If this parameter is notincluded

in the command line for all other objects, CLI displays
properties for all instances of the object.
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Table 6-8 Command Parameters: get (continued)
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Syntax Description
[-h] Use to display help text on get command.
Example
get -o hba -1 1 Display properties of adapter/controller 1.
6.8.2 info
Use info for information on all hardware and software components.
The syntax for the info command (including all required and optional parameters) is as
follows:
info -o <hba|vd|pd|array|pm|exp|blk|spare|bbu> [-i <id>] [-h]
Table 6-9 describes the required and optional parameters for the info command.
Table 6-9 Command Parameters: info
Syntax Description
Required Parameter
-0 Use one of the following options to select the object:
<hba|vd|pd|array|pm|exp|blk|spare|b . hpa (adapter/controller)
bu> . vd (virtual disk)
* pd (physical disk)
* pm (port multiplexer)
* exp (expander)
* spare (spare drives)
* bbu (battery backup unit)
Optional Parameters
[-1 <id>] Use to specify object ID.
Note: If this parameter is not included in the command
line, CLI displays information for all instances of the
object.
[-h] Use to display help text on info command.
Example
info -o hba Display information on all HBAs.
6.8.3 pause
Use pause to pause all background activities on the selected controller.
The syntax for the pause command (including all required and optional parameters) is as
follows:
pause -c <controller ids> [-h]
6-16 Managing Adapter
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Table 6-10 describes the required and optional parameters for the pause command.

Table 6-10 Command Parameters: pause

Syntax Description

Required Parameter
-c <controller ids> Use to specify controller ID.

Optional Parameter

[-h] Use to display help text on pause command.
Example
pause -c 1 Pause all background activities on controller 1.

6.8.4 set -0 hba

The syntax for the set -o hba command (including all required and optional parameters) is

as follows:

set -o hba [<--autorebuildon|--autorebuildoff>] [--optimizeon|--optmizeoff]
[<--smarton|--smartoff>] [<--alarmon|--alarmoffs]
[<--virtualatapidisable|--virtualatapienables>]
[<--moduleconsolidateon|--moduleconsolidateoff>] [-r <BGA rate>]

Table 6-11 describes the required and optional parameters for the set -o hba command.

Table 6-11 Command Parameters: set -0 hba

Syntax Description

Required Parameter
None n/a
Optional Parameters

[<--autorebuildon|--autorebuildoff> Use one of the following options to enable/disable
1 auto rebuild:

e --autorebuildon (enable)

e --autorebuildoff (disable)
[--optimizeon|--optmizeoff] Use one of the following options to enable/disable

optimization:

e --optimizeon (enable)

e --optimizeoff (disable)
[<--smarton|--smartoffs>] Use one of the following options to enable/disable

SMAR.T.:

* --smarton (enable)

* --smartoff (disable)

[<--alarmon|--alarmoffs>] Use one of the following options to enable/disable
alarm

e --alarmon (enable)
e --alarmoff (disable)
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6.8.5
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Table 6-11 Command Parameters: set -0 hba (continued)

Syntax

[<--virtualatapidisable|--virtualat
apienables]

[<--moduleconsolidateon |
--moduleconsolidateoff>]

[-r <BGA rate>]

Description
Use one of the following options to enable/disable
Virtual ATAPI:

e --virtualatapidisable (disable)
e --virtualatapienable (enable)

Use one of the following options to enable/disable
module consolidation:

* --moduleconsolidateon (enable)
* --moduleconsolidateoff (disable)

Use to specify the BGA (background activity) rate
(between 0 and 100).

Example

set -o hba --autorebuildon --smarton Enable auto rebuild, S.M.A.R.T, and alarm on the
--alarmon HBA.

set -0 aes

The syntax for the set -o aes command (including all required and optional parameters) is
as follows:

set -o aes -1 <port id> <--aeson|--aesoff> [--keyclear|--keyl28|--key256]

<-k key> [-h]

Table 6-12 describes the required and optional parameters for the set -o aes command.

Table 6-12 Command Parameters: set -0 aes

Syntax

Required Parameters
-i <port id>

<--aeson|--aesoff>

<-k key>

Optional Parameters

[--keyclear|--keyl28|--key256]

CONFIDENTIAL
Document Classification: Proprietary

Description

Use to specify Port ID

Use one of the following options to enable/disable
AES:

* --aeson (enable AES)
* --aesoff (disable AES)

Replace key with a key-phrase that will generate the
AES key for encryption.

Use one of the following options to specify the AES
key bit-level:

* --keyclear (use to clear encryption)
o --keyl28 (128-bit)
* --key256 (256-hit)

Use to display help text on set - o aes command.
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Table 6-12 Command Parameters: set -0 aes (continued)

Syntax Description

Example

set -o aes -1 1 --aeson --keyl28 -k Enable 128-bit AES encryption on port 1 using
marvell key-phrase marvell.

6.8.6  set -0 aeslink
The syntax for the set -o aeslink command (including all required and optional
parameters) is as follows:
set -o aeslink -i <port id> -e <entry id> [-h]
Table 6-13 describes the required and optional parameters for the set -o aeslink
command.
Table 6-13 Command Parameters: set -0 aeslink
Syntax Description
Required Parameters
-1 <port id> Use to specify Port ID.
-e <entry ids> Use to specify Entry ID.
Optional Parameter
[-h] Use to display help text on set - o aeslink
command.
Example
set -o aeslink -1 2 -e 1 Enable (configured) AES encryption on port 2 for entry
1.
Managing Adapter 6-19
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6.9 Creating Virtual Disk/Array

Table 6-14 lists the command used for creating virtual disk/arrays.
Table 6-14 Creating Virtual Disk/Array

Command IOC IOP ROC Description

create v v' v/ Create virtual disk.

6.9.1 create
Use create to create a virtual disk.

The syntax for the create command (including all required and optional parameters) is as
follows:

create -o <vd> -d <PD id list> -r <0|1|10|1E|5|50|6|60> [-n <name>] [-b
<16|32|64|128>] [-w <wt|wb>] [-p <none|ra>] [-i <quick|none>] [-g <0|1|10>]
[--waiveconfirmation] [-h]

Table 6-15 describes the required and optional parameters for the create command.
Table 6-15 Command Parameters: create

Syntax Description
Required Parameter
-o <vd> Use to specify object as virtual disk.

-d <PD id list> Use to specify IDs of physical disks.
Note: Separate IDs by , (comma).

-r <0|1|10|1E|5|50|6]|60> Use one of the following options to select the RAID
level for the virtual disk:
0
LI
* 10
¢ 1E
e 5
* 50
* 6
* 60
Note: Marvell RAID controllers support different sets of
RAID levels depending on the hardware model and OEM
software package. Some software packages, depending
on OEM selections, support limited RAID levels by
design. Check with the OEM vendor for information
specific to your controller.

Optional Parameters

[-n <name>] Use to specify name for virtual disk.

Note: If this parameter is not included in the command
line, CLI uses the default name Logical RAID.

6-20 Creating Virtual Disk/Array
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Table 6-15 Command Parameters: create (continued)

Syntax Description

[-b <16|32|64|128>] Use one of the following options to select the stripe
block size in KB:

* 16 (16 KB)

* 32 (32KB)

* 64 (64 KB)

* 128 (128 KB)

Note: Support for different stripe sizes depends on the
capabilities of the controller and RAID level. If this
parameter is not included in the command line, CLI uses
the default stripe size 64.

[-w <wt|wb>] Use one of the following options to select the write
cache mode for the virtual disk:

* wt (Write Through, Performance)
* wb (Write Back, Reliable)

Note: If this parameter is not included in the command
line, CLI uses the default write cache mode wb.

[-p <none|ras] Use one of the following options to enable/disable
Read Ahead for the virtual disk:

* none (No Read Ahead)
* ra (Enable Read Ahead)

Note: If this parameter is not included in the command
line, CLI uses the default setting none.

[-1i <quick|nones>] Use one of the following options to configure
initialization for the virtual disk:
e quick (Fast Initialization)
* none (No Initialization)
Note: If this parameter is not included in the command
line, CLI uses the default initialization type quick.

[-g <0|1]10>] Use one of the following to select Gigabyte Rounding
for the virtual disk:
* 0 (0GB)
* 1 (1GB)
« 10 (10GB)
Note: If this parameter is not included in the command
line, CLI uses the default gigabyte rounding setting 0.

[--waiveconfirmation] Use to waive step requiring user confirmation of virtual
disk creation.

[-h] Use to display help text for the create command.

Example

8cmymtbz810-gd8biyOx * Lycom Technology, Inc. * UNDER NDA# 12103316

create -o vd -r0 -d 0,2,4 -n "My VD" Create a RAID 0 virtual disk named My VD using

-b 32 -g 0 -w wb -p ra physical disks 0, 2, and 4, with stripe size of 32 KB,
gigabyte rounding of 0 GB, Write Back cache mode
and Read Ahead.
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6.10 Importing Virtual Disk

Table 6-16 lists the command used for importing virtual disks.

Table 6-16 Importing Virtual Disk

Command IOC IOP ROC Description

import v' v/ v/ Import avirtual disk created with another RAID controller.
6.10.1 import

Use import to import a virtual disk created with another RAID controller.

Note: The controller must support this feature.

The syntax for the import command (including all required and optional parameters) is as

follows:

import -i <VD ID>

Table 6-17 describes the required and optional parameters for the import command.

Table 6-17 Command Parameters: import

Syntax Description

Required Parameter

-1 <VD ID> Use to specify virtual disk ID.

Optional Parameter

None n/a

Example

import -i 1 Import virtual disk 1.
6-22 Importing Virtual Disk
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6.11 Managing Virtual Disk/Array
Table 6-18 lists the commands used for managing virtual disks/arrays.
Table 6-18 Managing Virtual Disk/Array
Command IOC IOP ROC Description
cc v v v Start, stop, pause, or resume consistency check for a virtual disk.
copyback $ 4 x v/ Pause or resume copy back operation on array.
get v’ v/ v/ Getconfiguration information of VD, PD, array, HBA, or driver.
info v' v/ v/ Display information on adapter (hba), virtual disk (vd), disk array,
physical disk (pd), Port multiplexer (pm), expander (exp), block
disk (b1k) or spare drive information.
init v, v v  Star, stop, pause, or resume VD initialization
set -o vd v v/ v Setconfiguration parameters of VD.
6.11.1 cc
Use cc to start, stop, pause, or resume consistency check for a virtual disk.
The syntax for the cc command (including all required and optional parameters) is as
follows:
cc [-o <vd>] [-a <start|stop|pause|resume>] [-1 <id>] [-t <sync|check>] [-h]
Table 6-19 describes the required and optional parameters for the cc command.
Table 6-19 Command Parameters: cc
Syntax Description
Required Parameter
None n/a
Optional Parameters
[-0 <vd>] Use to specify object as virtual disk.
Note: If this parameter is not included in the command
line, CLI uses the default object vd.
[-a <start|stop|pause|resumes] Use one of the following options to control consistency
check for the virtual disk:
* start
* stop
* pause
* resume
Note: If this parameter is not included in the command
line, CLI uses the default action start.
[-1 <id>] Use to specify virtual disk ID.
Note: If this parameter is not included in the command
line, CLI performs the specified action on all virtual disks.
Managing Virtual Disk/Array 6-23
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Table 6-19 Command Parameters: cc (continued)

Syntax Description

[-t <sync|checks>] Use one of the following options to enable/disable
synchronization:

* sync (consistency check with synchronization)
* check (consistency check only)

Note: If this parameter is not included in the command
line, CLI uses the default initialization type sync.

[-h] Use to display help text for the cc command.
Example

cc -a start -1 0 -t sync Start consistency check on virtual disk 0 and
synchronize.

6.11.2 copyback
Note: The copyback command is supported only on RAID-On-Chip (ROC) controllers.
Use copyback to pause and resume the copy back operation on an array.

The syntax for the copyback command (including all required and optional parameters) is as
follows:

copyback -a <pause|resume> -1 <id> [-h]

Table 6-20 describes the required and optional parameters for the copyback command.
Table 6-20 Command Parameters: copyback

Syntax Description

Required Parameters

-a <pause|resume> Use one of the following options to control the
copyback operation:
* pause
¢ resume

-1 <id> Use to specify array ID.

Optional Parameter

[-h] Use to display help text for the copyback command.

Examples

copyback -a pause -1 0 Pauses copyback operation on array O.

6.11.3 get

8cmymtbz810-gd8biyOx * Lycom Technology, Inc. * UNDER NDA# 12103316

Use get to display the properties of virtual disks, physical disks, arrays, HBA
(adapter/controller), and the driver.

The syntax for the get command (including all required and optional parameters) is as
follows:
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get -o <vd|array|pd|hba|aes|aeslink|driver> [-i <VD id|array id|PD id|HBA
id|aes port ids] [-h]

Table 6-21 describes the required and optional parameters for the get command.
Table 6-21 Command Parameters: get
Syntax Description

Required Parameter

-0 Use one of the following options to select the object:
<vd|array|pd|hba|aes|aeslink|driver .« vg (virtual disk)
> * array (disk array)

* pd (physical disk)

* hba (adapter/controller)
* aes (AES)

e aeslink (AES link)

e driver (driver)

Note: CLI does not supportget -o driver inLinux.
Optional Parameters
[-i <VD id|array id|PD id|HBA id|aes Use to specify object ID.
port id>] Note: This parameter is not applicable to objects
aeslinkanddriver. If this parameter is notincluded

in the command line for all other objects, CLI displays
properties for all instances of the object.

[-h] Use to display help text on get command.
Example
get -o vd -i 2 Display properties of virtual disk 2.
6.11.4 info
Use info for information on all hardware and software components.
The syntax for the info command (including all required and optional parameters) is as
follows:
info -o <hba|vd|pd|array|pm|exp|blk|spare|bbu> [-i <id>] [-h]
Table 6-22 describes the required and optional parameters for the info command.
Table 6-22 Command Parameters: info
Syntax Description
Required Parameter
-0 Use one of the following options to select the object:
<hba|vd|pd|array|pm|exp|blk|spare|b « npa (adapter/controller)
bu> « vd (virtual disk)
* pd (physical disk)
* pm (port multiplexer)
* exp (expander)
* spare (spare drives)
e bbu (battery backup unit)
Managing Virtual Disk/Array 6-25
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Table 6-22 Command Parameters: info (continued)

Syntax

Optional Parameters

[-1 <id>]

[-h]
Example

info -o vd -i 1

6.11.5 init

Description

Use to specify object ID.

Note: If this parameter is not included in the command
line, CLI displays information for all instances of the
object.

Use to display help text on info command.

Display information on virtual disk 1.

Use init to start, stop, pause, or resume background initialization for a virtual disk.

The syntax for the init command (including all required and optional parameters) is as

follows:

init [-o <vd>] [-a <start|stop|pause|resume>] -1 <id>

Table 6-23 describes the required and optional parameters for the init command.

Table 6-23 Command Parameters: init

Syntax

Required Parameter
-1 <ids>

Optional Parameters

[-0 <vd>]

[-a <start|stop|pause|resumes>]

[-h]
Example

init -a start -1 0

6-26
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Description

Use to specify ID of virtual disk.

Use to specify object as virtual disk.

Note: If this parameter is not included in the command
line, CLI uses the default object vd.

Use one of the following options to control background
initialization of the virtual disk:

e start
s stop

* pause
s resume

Note: If this parameter is not included in the command
line, CLI uses the default action start.

Use to display help text on init command.

Start full initialization on virtual disk 0.
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Doc No. MV-5400052-00 Rev. F

8cmymtbz810-gd8biyOx * Lycom Technology, Inc. * UNDER NDA# 12103316



MARVELL CONFIDENTIAL - UNAUTHORIZED DISTRIBUTION OR USE STRICTLY PROHIBITED

[ e |
—
—

M ARVELL®

6.11.6

set -0 vd

Marvell RAID Command Line Interface (CLI)

The syntax for the set -o vd command (including all required and optional parameters) is

as follows:

set -o vd -i <VD id> [-n <new name>]
[--setfree] [-h]

[<--readaheadon| --readaheadoff>]

[<--writeback|--writethrough>]

Table 6-24 describes the required and optional parameters for the set -o vd command.

Table 6-24 Command Parameters: set -0 vd

Syntax

Required Parameter
-i <VD id»>
Optional Parameters

[-n <new name>]

[<--writeback|--writethroughs]

[<--readaheadon| - -readaheadoff>]

[--setfree]
[-hl]
Example

set -o vd -i 2 --readaheadon
--writethrough

Managing Virtual Disk/Array
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Description

Use to specify virtual disk ID.

Use to specify new name for virtual disk. If the name
has blank characters, enclose <new names in
quotes.

Note: To delete the current name, set <new name> to
(dot).

Use one of the following options to select the write

cache mode:

* --writeback (Write Back, Performance)
e --writethrough (Write Through, Reliable)

Use one of the following options to enable/disable
Read Ahead:

* --readaheadon (Enable Read Ahead)
* --readaheadoff (Disable Read Ahead)

Use to release an offline disk from a virtual disk.

Use to display help text on set - o vd command.

Enable Read Ahead and Write Through cache mode
on virtual disk 2.
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6.12 Monitoring Virtual Disk/Array

Table 6-25 lists the command used for monitoring virtual disks/arrays.
Table 6-25 Monitoring Virtual Disk/Array

Command IOC IOP ROC Description
event v’ v v Getlist of current events.
6.12.1 event

Type event for a list of current events from the events log.

Note: The event command does not have any required or optional parameters.

6-28 Monitoring Virtual Disk/Array
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6.13 Migrating Array

Table 6-26 lists the command used for migrating arrays.

Table 6-26 Migrating Array

Command IOC IOP ROC Description

migrate x X v/ Start, pause, or resume migration of arrays.

6.13.1 migrate
Use migrate to initialize and control the migration procedure for arrays.

Note: Migration must include all physical disks of the array and can be performed only if migrating to
a higher RAID level or expanding capacity in the same RAID level.

The syntax for the migrate command (including all required and optional parameters) is as
follows:

migrate [-a <start|pause|resume|size>] -1 <id> [-r <0|1|10|1E|5|50]|6|60>]
[-g <# parity disks>] [-d <PDid list>] [-h]

Table 6-27 describes the required and optional parameters for the migrate command.
Table 6-27 Command Parameters: migrate

Syntax Description

Required Parameter

-1 <id> Use to specify array ID.

Optional Parameters

[-a <start|pause|resume|size>] Use one of the following options to control migration of
array:

e start

* pause

* resume

* gsize

Note: If this parameter is not included in the command
line, CLI uses the default action start.

Migrating Array 6-29
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Syntax

[-r <0|1|10|1E|5]|50]|6]60>]

[-g <# parity diskss>]

[-d <PDid list>]

[-hl]
Example

migrate -a start -1 0 -rl0 -di,2,3,4

CONFIDENTIAL
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Table 6-27 Command Parameters: migrate (continued)

Description

Use one of the following options to select the RAID
level for migration:

0

LI

e 10

¢ 1E

e 5

* 50

* 6

* 60

Note: Marvell RAID controllers support different sets of
RAID levels depending on the hardware model and OEM
software package. Some software packages, depending
on OEM selections, support limited RAID levels by
design. Check with the OEM vendor for information
specific to your controller.

Use to specify the number of parity disks for RAID 6
and RAID 60.

Note: If this parameter is not included in the command
line, CLI uses the default value (2 for RAID 6, and 4 for
RAID 60).

Use to specify the IDs of additional disks when starting
migration (-a start).

Note: Separate IDs by , (comma).

Use to display help text on migrate command.

Migrate array 0 to RAID 10 by adding physical disks 1,
2, 3, and 4.

Migrating Array
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6.14 Rebuilding Virtual Disk/Array
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Table 6-28 lists the command used for rebuilding virtual disks/arrays.

Table 6-28 Rebuilding Virtual Disk/Array

Command IOC IOP ROC Description
rebuild v' v/ v/ Star, stop, pause, resume, or restart rebuilding virtual disk/array.
6.14.1 rebuild

Use rebuild to start, stop, pause, resume, or restart rebuilding of a virtual disk.

The syntax for the rebuild command including all required and optional parameters for is

as follows:

rebuild [-a <start|stop|pause|resume|restart>] -1 <id> [-d <PDid>] [-h]

Table 6-29 describes the required and optional parameters for the rebuild command.

Table 6-29 Command Parameters: rebuild

Syntax

Required Parameter
-1 <ids>

Optional Parameters

[-a
<start|stop|pause|resume|restart>]

[-d <PDid>]

[-hl]
Example

rebuild -a start -1 0 -d 5

Rebuilding Virtual Disk/Array

Description

Use to specify ID of degraded virtual disk.

Use one of the following options to control rebuilding
of the virtual disk:

s start

¢ stop

* pause

¢ resume

* restart

Note: If this parameter is not included in the command
line, CLI uses the default action start.

Use when starting rebuild (-a start) to specify the
ID of the failed physical disk.

Use to display help text on rebuild command.

Rebuild virtual disk by replacing failed physical disk 5.

Note: Use assign to assign global and dedicated spare
drives.

6-31
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6.15 Deleting Virtual Disk/Array
Table 6-30 lists the command used for deleting virtual disks/arrays.
Table 6-30 Deleting Virtual Disk/Array
Command IOC IOP ROC Description
delete v' v v/ Delete virtual disk/array or spare drive.
6.15.1 delete
Use delete to delete a virtual disk or release a physical disk from its spare status.
The syntax for the delete command (including all required and optional parameters) is as
follows:
delete -o <vd|array|spare> -i <id> [-f] [--waiveconfirmation] [-h]
Table 6-31 describes the required and optional parameters for the delete command.
Table 6-31 Command Parameters: delete
Syntax Description
Required Parameter
-0 <vd|array|spares> Use one of the following options to select the object to
be deleted:
e vd (virtual disk)
* array (array)
* spare (spare drive)
-1 <id> Use to specify object ID.
Optional Parameters
[-£] Use to force deletion of virtual disk or array even if
rebuild or migration is in progress.
[--waiveconfirmation] Use to waive step requiring user confirmation of object
deletion.
[-h] Use to display help text for the delete command.
Examples
delete -o vd -1 4 Delete virtual disk 4 after prompting for confirmation.
6-32 Deleting Virtual Disk/Array
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6.16 Managing Physical Disks
Table 6-32 lists the commands used for managing physical disks.
Table 6-32 Managing Physical Disks
Command IOC IOP ROC Description
assign v’ v/ v/ Assignadisk as a spare drive.
delete v' v/ v Delete virtual disk or spare drive.
get v’ v/ v/ Getconfiguration information of VD, PD, array, HBA, or driver.
info v' v/ v/ Display information on adapter (hba), virtual disk (vd), disk array,
physical disk (pd), Port multiplexer (pm), expander (exp), block
disk (b1k) or spare drive information.
locate v' v/ v/ Locate the specified physical disk.
mp v v v Star, stop, pause, or resume media patrol for a physical disk.
set -o pd v' v v Setconfiguration parameters of PD.
6.16.1 assign
Use assign to assign a physical disk as a spare drive.
The syntax for the assign command (including all required and optional parameters) is as
follows:
assign -o <hba|array> -d <PD id> [-a <array id>] [--waiveconfirmation] [-h]
Table 6-33 describes the required and optional parameters for the assign command.
Table 6-33 Command Parameters: assign
Syntax Description
Required Parameter
-o <hba|array> Use one of the following options to assign a physical
disk as either a global spare drive or dedicated spare
drive:
* hba (global spare drive)
* array (dedicated spare drive)
Note: If this parameter is not included in the command
line, CLI uses the default object hba.
-d <PD id> Use to specify ID of physical disk which is assigned as
spare drive.
Optional Parameters
[-a <array id>] Use when creating a dedicated spare drive (-o
array).
Note: This is applicable only for RAID-On-Chip (ROC)
controllers.
Managing Physical Disks 6-33
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6.16.2

6.16.3

6-34

Table 6-33 Command Parameters: assign (continued)

Syntax

[--waiveconfirmation]

[-h]

Example

assign -o array -a 3 -d 2

delete

Description

Use to waive step requiring user confirmation of spare
drive assignment.

Use to display help text for the assign command.

Assign physical disk 2 as a dedicated spare drive to
array 3 after receiving user confirmation.

Use delete to delete a virtual disk or release a physical disk from its spare status.

The syntax for the delete command (including all required and optional parameters) is as

follows:

delete -o <vd|array|spare> -i <id> [-f] [--waiveconfirmation] [-h]

Table 6-31 describes the required and optional parameters for the delete command.

Table 6-34 Command Parameters: delete

Syntax
Required Parameter

-0 <vd|array|spare>

-i <ids
Optional Parameters
[-£]

[--waiveconfirmation]

[-h]
Examples

delete -o spare -i 3

get

Description

Use one of the following options to select the object to
be deleted:

e vd (virtual disk)
e array (array)
* spare (spare drive)

Use to specify object ID.

Use to force deletion of virtual disk or array even if
rebuild or migration is in progress.

Use to waive step requiring user confirmation of object
deletion.

Use to display help text for the delete command.

Release physical disk 3 from spare status.

Use get to display the properties of virtual disks, physical disks, arrays, HBA

(adapter/controller), and the driver.

The syntax for the get command (including all required and optional parameters) is as

follows:

Copyright © 2009 Marvell
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get -o <vd|array|pd|hba|aes|aeslink|driver> [-i <VD id|array id|PD id|HBA
id|aes port ids] [-h]

Table 6-35 describes the required and optional parameters for the get command.
Table 6-35 Command Parameters: get

Syntax Description

Required Parameter

-0 Use one of the following options to select the object:
<vd|array|pd|hba|aes|aeslink|driver . g (virtual disk)

> * array (disk array)
* pd (physical disk)
* hba (adapter/controller)
* aes (AES)
e aeslink (AES link)
e driver (driver)

Note: CLI does not supportget -o driver inLinux.
Optional Parameters
[-i <VD id|array id|PD id|HBA id|aes Use to specify object ID.
port id>] Note: This parameter is not applicable to objects
aeslinkanddriver. If this parameteris notincluded

in the command line for all other objects, CLI displays
properties for all instances of the object.

[-h] Use to display help text on get command.

Example

get -o pd -i 2 Display properties of physical disk 2.
6.16.4 info

Use info for information on all hardware and software components.

The syntax for the info command (including all required and optional parameters) is as

follows:

info -o <hba|vd|pd|array|pm|exp|blk|spare|bbu> [-i <id>] [-h]
Managing Physical Disks 6-35
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Table 6-36 describes the required and optional parameters for the info command.

Table 6-36 Command Parameters: info

Syntax Description

Required Parameter

-0 Use one of the following options to select the object:
<hba|vd|pd|array|pm|exp|blk|spare|b « hpa (HBA)
bu> e vd (virtual disk)

* pd (physical disk)

e pm (port multiplexer)

* exp (expander)

* spare (spare drives)

* bbu (battery backup unit)

Optional Parameters

[-1 <id>] Use to specify object ID.

Note: If this parameter is not included in the command
line, CLI displays information for all instances of the

object.
[-h] Use to display help text on info command.
Examples
info -o exp Display information on all expanders
info -o pm Display information on all port multipliers.
6.16.5 locate
Use locate to locate a physical disk in an enclosure or backplane.
Note: The 1locate command works for enclosures and backplanes that support the 1ocate feature.
When locate is turned on, the LED of the physical disk glows or blinks depending on the design of
the enclosure.
The syntax for the 1ocate command (including all required and optional parameters) is as
follows:
locate -o <pd> -i <PD ID> -a <on|off>
Table 6-37 describes the required and optional parameters for the 1ocate command.
Table 6-37 Command Parameters: locate
Syntax Description
Required Parameters
-0 <pd> Use to specify object as physical disk.
-1 <PD ID> Use to specify physical disk ID.
6-36 Managing Physical Disks
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Table 6-37 Command Parameters: locate (continued)

Syntax Description
-a <on/off> Use one of the following options to turn locate on
and off:

e on (turn locate on)
« off (turn locate off)

Optional Parameter
[-h] Use to display help text on 1locate command.
Example

locate -o pd -i 1 -a on Turn locate on for physical disk 1.

6.16.6 mp
Use mp to start, stop, pause, or resume media patrol for a configured physical disk (that is
part of a virtual disk) or a spare drive.
The syntax for the mp command (including all required and optional parameters) is as follows:
mp [-a <start|stop|pause|resume>] -d <PDid> [-h]
Table 6-38 describes the required and optional parameters for the mp command.
Table 6-38 Command Parameters: mp
Syntax Description
Required Parameters
[-a <start|stop|pause|resumes] Use one of the following options to control media
patrol for a physical disk:
* start
* stop
* pause
* resume
Note: If this parameter is not included in the command
line, CLI uses the default action start.
-d <PDid> Use to specify physical disk ID.
Optional Parameter
[-h] Use to display help text for the mp command.
Example
mp -a pause -d 0 Pause media patrol on physical disk 0.
6.16.7 set-opd
The syntax for the set -o pd command (including all required and optional parameters) is
as follows:
set -o <pd> -1 <PD id> [<--cacheon|--cacheoff>] [-h]
Managing Physical Disks 6-37
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Table 6-39 describes the required and optional parameters for the set -o pd command.

Table 6-39 Command Parameters: set -o pd

Syntax Description

Required Parameter

-1 <PD id> Use to specify physical disk ID.

Optional Parameters

[<--cacheon|--cacheoff>] Use one of the following options to enable/disable
caches:

e --cacheon (enable cache)
e --cacheoff (disable cache)

[-h] Use to display help text for the set - o pd
command.
Example
set -o pd -i 3 --cacheon Enable cache on physical disk 3.
6-38 Managing Physical Disks
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Table 6-40 lists the commands used for managing enclosures.

Table 6-40 Managing Enclosures

Command IOC IOP ROC Description

enc v v v Get information on enclosure, enclosure element, or enclosure
configuration.

info v’ v v  Display information on adapter (hba), virtual disk (vd), disk array,

physical disk (pd), Port multiplexer (pm), expander (exp), block
disk (b1k) or spare drive information.

6.17.1 enc

Use enc to display properties of an enclosure, enclosure element, or enclosure configuration.

The syntax for the enc command (including all required and optional parameters) is as

follows:

enc -o <enc|ele|elecfg> -i <enclosure ID> -e <element ID> -t
<dev|arydev|pow|fan|tpr|dor|alm|dpl|vlits>

Table 6-41 describes the required and optional parameters for the enc command.

Table 6-41 Command Parameters: enc

Syntax
Required Parameters

-o <enc|elel|elecfg>

-1 <enclosure ID>
-e <element ID>

-t
<dev|arydev|pow|fan|tpr|dor|alm|dpl
|vit>

Optional Parameter

Managing Enclosures

Description

Use one of the following options to select the object:

* enc (enclosure info)
* ele (elementinfo)
» elecfg (element configuration)

Use to specify enclosure ID when using the following
parameter: -o <enc>

Use to specify element ID when using the following
parameter: -o <ele>

Use to specify Element Type only when using the
following parameter: -o <eles>

The Element Type options are as follows:

e dev (Device)

* arydev (Array device)
* pow (Power)

» fan (Cooling)

* tpr (Temperature)

e dor (Door)

e alm (Alarm)

« dpl (Display)

» vlt (Voltage sensor)

6-39

Copyright © 2009 Marvell CONFIDENTIAL Doc No. MV-S400052-00 Rev. F
December 9, 2009 Document Classification: Proprietary

8cmymtbz810-gd8biyOx * Lycom Technology, Inc. * UNDER NDA# 12103316



MARVELL CONFIDENTIAL - UNAUTHORIZED DISTRIBUTION OR USE STRICTLY PROHIBITED

[ e |

= Marvell RAID Utility
M ARV ELL® UserManual

Table 6-41 Command Parameters: enc (continued)

Syntax Description
None n/a
Example

enc -o ele -e 5 -t vlt

Display information on the voltage sensor of enclosure

element 5.

6.17.2 info

Use info for information on all hardware and software components.

The syntax for the info command (including all required and optional parameters) is as

follows:

info -o <hba|vd|pd|array|pm|exp|blk|spare|bbu> [-i <id>] [-h]

Table 6-42 describes the required and optional parameters for the info command.

Table 6-42 Command Parameters: info

Syntax Description

Required Parameter

-0 Use one of the following options to select the object:

<hba|vd|pd|array|pm|exp|blk|spare|b .
bu> .

Optional Parameters

hba (HBA)

vd (virtual disk)

pd (physical disk)

pm (port multiplexer)
exp (expander)

spare (spare drives)
bbu (battery backup unit)

[-1 <id>] Use to specify object ID.

Note: If this parameter is not included in the command
line, CLI displays information for all instances of the

object.
[-h] Use to display help text on info command.
Examples
info -o exp Display information on all expanders.
info -o pm -1 1 Display information on port multiplier 1.
6-40 Managing Enclosures
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6.18 Managing the RAID Controller Driver
Table 6-43 lists the commands used for managing the RAID controller driver.
Table 6-43 Managing the RAID Controller Driver
Command IOC IOP ROC Description
get v v v’ Get configuration information of VD, PD, array, HBA, or driver.
set -o driver v/ v v Setconfiguration parameters of driver.
6.18.1 get
Use get to display the properties of virtual disks, physical disks, arrays, HBA
(adapter/controller), and the driver.
The syntax for the get command (including all required and optional parameters) is as
follows:
get -o <vd|array|pd|hba|aes|aeslink|driver> [-i <VD id|array id|PD id|HBA
id|aes port ids>] [-h]
Table 6-21 describes the required and optional parameters for the get command.
Table 6-44 Command Parameters: get
Syntax Description
Required Parameter
-0 Use one of the following options to select the object:
<vd|array|pd|hba|aes|aeslink|driver « vg (virtual disk)
> e array (disk array)
* pd (physical disk)
* hba (adapter/controller)
* aes (AES)
* aeslink (AES link)
e driver (driver)
Note: CLI does not supportget -o driver inLinux.
Optional Parameters
[-1 <VD id|array id|PD id|HBA id|aes Use to specify object ID.
port id>] Note: This parameter is not applicable to objects
aeslinkanddriver. Ifthis parameter is notincluded
in the command line for all other objects, CLI displays
properties for all instances of the object.
[-h] Use to display help text on get command.
Example
get -o driver Display properties of the RAID controller driver.
Managing the RAID Controller Driver 6-41
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6.18.2 set -o driver

Note: CLI does not support the set o -driver command in Linux.

The syntax for the set -o driver command (including all required and optional

parameters) is as follows:

set -o driver [<——performance|——powersaving>] [-h]

Table 6-45 describes the required and optional parameters for the set -o driver

command.

Table 6-45 Command Parameters: set -o driver

Syntax

Required Parameter
None

Optional Parameters

[<--performance| - -powersavings]

Description

n/a

Use one of the following options to select the
operating mode for the driver:

* --performance (for best performance)
» --powersaving (for lowest power consumption)

Note: If this parameter is not included in the command
line, CLI uses - -performance.

[-h] Use to display help text on set -o driver
command.
Example
set -o driver --performance Set driver for best performance.
6-42 Managing the RAID Controller Driver
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6.19 Updating BIOS, Firmware, and Flash Configuration

Table 6-46 lists the commands used for updating BIOS, firmware, and flash configuration.

Table 6-46 Updating BIOS, Firmware, and Flash Configuration

Command IOC IOP ROC Description
flash v' v/ v/ Update or backup flash image.
flashrw v v/ v/ Readflash contents (in bytes), or write a pattern byte to flash

offset, or compare flash contents with the pattern (for testing

purposes).

6.19.1 flash

Use flash to update or backup the flash image.

The syntax for the £1ash command (including all required and optional parameters) is as

follows:

flash -a <update|backup|erase> -f <file> -i <adapter id> -t
<bios|firmware|config|bin> -p <pd> [-h].

Table 6-47 describes the required and optional parameters for the £1ash command.

Table 6-47 Command Parameters: flash

Syntax
Required Parameters

-a <update|backup|erase>

-f <file>

-1 <adapter id>

-t <bios|firmware|config|bins>

Optional Parameter
[-h]

Example

flash -a update -f c:\bios.bin -1 0

-t bios

Updating BIOS, Firmware, and Flash Configuration

Copyright © 2009 Marvell
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Description

Use one of the following options to select the action:

* update (update flash image)
* backup (backup flash image)
» erase (erase flash configuration page)

Use to specify full path name of file to be updated or
backed-up.

Use to specify controller/adapter ID.

Use one of the following options to select image type.

* bios (BIOS image)

e firmware (firmware image)

» config (controller configuration page file)
* bin (firmware binary file)

Use to display help text for the £1ash command.

Update BIOS image for controller O using image file
c:\bios.bin
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6.19.2 flashrw
Use flashrw to perform the following operations:
m Read flash contents (in bytes).
m  Write the pattern byte to flash offset.
m  Compare flash contents with the pattern (for testing purposes).
The syntax for the f1ashrw command (including all required and optional parameters) is as
follows:
flashrw -a <read|write|compare> [-s <flash address offset>] [-c <byte
count>] [-p <pattern>] [-h]
Table 6-48 describes the required and optional parameters for the f1ashrw command.
Table 6-48 Command Parameters: flashrw
Syntax Description
Required Parameter
-a <read|write|compare> Use one of the following options to select the action:
* read
Read flash data (in bytes) starting from the offset
address.
* write
Write specified pattern to the bytes starting from the
offset address.
¢ compare
Compare flash data with pattern starting from the
offset address.
Note: The default flash offset of 0 bytes is used if it is not
explicitly specified using the parameter [-s <flash
address offset>].
Optional Parameters
[-s <flash address offset>] Use to specify the flash address offset (in bytes).
Note: If this parameter is not included in the command
line, CLI uses the default flash offset of 0 bytes.
[-c <byte count>] Use to specify the byte count.
Note: If this parameter is not included in the command
line, CLI uses the default byte count of 1 byte.
Note: The maximum byte count is equal to the size of the
flash memory (in bytes).
[-p <patterns>] Use to specify the hex pattern for write and
compare actions.
[-h] Use to display help text for the £1ashrw command.
Examples
flashrw -a write -s 10 -c 2 -p 0x00 Write 0x00 to flash offset 10 and offset 11.
flashrw -a read Read and display all flash data.
6-44 Updating BIOS, Firmware, and Flash Configuration
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6.20 Saving CLI Output

Table 6-49 lists the command used for saving CLI output to a file.
Table 6-49 Saving CLI Output

Command IOC IOP ROC Description
-output v' v/ v/ Output CLI text to a file.

6.20.1 -output
Use -output command parameter to save CLI output to a file.
The syntax for using -output command parameter is as follows:
command -output <filenames>

For example, info -o pd -output temp.txt redirects the CLI output for the command
info -o pd tothe temp.txt file, without displaying any information in the CLI.

Saving CLI Output 6-45
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6.21 Exiting CLI
Table 6-32 lists the command used for exiting the CLI.
Table 6-50 Exiting CLI
Command IOC IOP ROC Description
exit v, v/ v ExitCLlL
6.21.1 exit
Type exit to exit the CLI.
6-46
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MBU for 88SE91xx 10 Processor (IOP)

MBU FOR 88SE91XX IO PROCESSOR (IOP)

This appendix contains the following sections:

= Overview

= Launching the BIOS
= Navigating the BIOS
m  Creating Virtual Disk

m  Erasing RAID Configuration Data

= Rebuilding Virtual Disk
m  Deleting Virtual Disk
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A.l Overview

This section discusses the following:

m  Supported Controllers
m  Supported RAID Functionality

A.1.1  Supported Controllers
The Marvell BIOS utility (MBU) supports 88SE91xx controllers with on-board CPU.

Note: Controllers in the 88SE91xx family may contain an on-board CPU depending on OEM
selections. The on-board CPU enables RAID functionality and requires firmware programming.
Contact the OEM vendor for specific information on the capabilities of the 88SE91xx controller.

A.1.2 Supported RAID Functionality
Table 1-1 lists the RAID functionality supported by the BIOS.
Table 1-1 Supported RAID Functionality

Feature Description

RAID Levels RAID 0 and RAID 1

Number of Virtual Disks (VDs) per controller 1 or 2 (depends on OEM selection)

Number of HDDs per VD 2
Stripe Sizes 32K and 64K
Rebuild Manual rebuild for RAID 1

Note: Visit the Marvell Extranet or contact your FAE/sales representative to check for newer versions
of BIOS with enhanced functionality.

A-2 Overview
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A.2  Launching the BIOS

Note: The BIOS is only applicable to 88SE91xx controllers with on-board CPU.

Table 1-2 lists the keyboard controls for launching the BIOS during the controller’'s Power-On
Self Test (POST).

Table 1-2 Launching the BIOS

Key Function

n Launch the Marvell BIOS Utility

I

I + l Press the key combination during the controller's POST.
// /i

Note: After pressing Ctrl+M, you may have to wait a few seconds before the BIOS
appears.

Figure 1-1 shows the messages displayed during the POST of an 88SE91xx controller with
on-board CPU.

Figure 1-1 BIOS Post Messages

Marvell 88SE91xx Adapter - BIOS Version 1.0.0.1008
PCI-E X1 Bandwidth Usage: 5.0Gbps Configure SATA as: AHCI Mode

Vvirtual Disk
No Virtual Disk!
Physical Disk
[ID] [Disk Name] [size]
(0] SATA ST3750330MS 715GB
8 SATA ST3750330MS 715GB
16 ATAPI SONY DVD-ROM DDU1615 Not Available

Press <Ctrl>+<M> to enter BIOS Setup or <Space> to continue_

8cmymtbz810-gd8biyOx * Lycom Technology, Inc. * UNDER NDA# 12103316

Note: The 88SE91xx controller has two SATA ports and one PATA port. Figure 1-1 shows a setup
where a 88SE91xx controller's SATA ports are connected to two SATA drives and the PATA port to a
ATAPI DVD-ROM drive.

Launching the BIOS A-3
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A.3  Navigating the BIOS

As shown in Figure 1-2, the BIOS user interface (Ul) is divided into three main panes:

= Topology

= Information

=  Help

Figure 1-2 BIOS User Interface

Marvell BIOS Setup (c) 2009 Marvell Technology Group Ltd.

Topology

Flow of

=
kel
=
©
£
=
el
=
N
s}
3
Ke}
i

Information

Information

Flow of Information

@ Note: The symbol ‘i’ is a visual element used in this document to emphasize specific areas of
the BIOS Ul as relevant to the topic under discussion. The symbol is not part of the Marvell

BIOS UI.

The arrow lines in Figure 1-2 show the flow of information in the user interface. Selections
made in a pane determine the contents shown in other panes in the following ways:

m  Content in the Information pane is populated based on selections in the Topology pane.

= Content in the Help pane is populated based on selections in both the Topology and

Information panes.

A-4
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A.3.1 Topology
As shown in Figure 1-3, the Topology pane uses a tree view to list and show the
relationships between the various physical/virtual devices attached to the system. The
devices on this list include the HBA, physical disks, and virtual disks.
Figure 1-3 BIOS Ul Example Selection
Marvell BIOS Setup (c) 2009 Marvell Technology Group Ltd.
Topology Information
Vendor 3 1B4B
Virtual Disks Device ID g 91xx
Free Physical Disks Revision ID g Bl
PD 0: ST3750330MS BIOS Version g 1.0.0.1008
PD 8: ST3750330MS Firmware Version : 2.1.0.1316
PCIe Speed Rate : 5.0Gbps
Configure SATA as: AHCI Mode
Help
Marvell RAID on chip controﬂer.
ENTER: Operati on F10: Exit/Save ESC:Return
A.3.2 Information
The Information pane is populated based on the selection in the Topology pane. Figure 1-3
shows information relevant to the selection HBA 0: Marvell 0.
A.3.3 Help
The Help pane is populated based on selections in both the Topology and Information
panes. The Help pane in Figure 1-3 shows a brief description and lists keyboard controls for
performing actions relevant to the selection (which in Figure 1-3 is HBA 0: Marvell 0).
Note: The Help pane is used by the BIOS to display important information relevant to the selection.
The pane may contain short descriptions on selections, messages on selecting list items, default
values for settings, among others.
Navigating the BIOS A-5
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A.3.4 Keyboard Controls

Table 1-3 lists the controls for navigating and using the BIOS UI.
Table 1-3 Navigation Keys

Function

A
D
<

Scrolls menul/list items.

Selects an item and shows a pop-up menu with options.

MOE

N

Toggles between Enable/Disable states and Select/Unselect states (as
applicable).

Go backwards.

] Confirm (Y) or Deny (N) settings.
/i

Save and Exit the BIOS.

A-6 Navigating the BIOS
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A.4  Creating Virtual Disk

This section describes the procedure for creating a virtual disk using the BIOS

Configuration Wizard.

To create a virtual disk

1. Inthe Topology pane, scrollto HBA 0: Marvell 0 and press Enter to select. A menu pops-up,

as shown in Figure 1-4.

Select Configuration Wizard and press Enter to begin creating the virtual disk.

Figure 1-4 Configuration Wizard

MBU for 88SE91xx 10 Processor (IOP)

Marvell BIOS Setup (c) 2009 Marvell Technology Group Ltd.

Topology

Information

Virtual Disks

Free Physical
t PD 0: ST3750330MS
PD 8: ST3750330MS

Help

Select free disks to create array and continue to create virtual disk on

this array.

ENTER: Operation F10: Exit/Save

2. Press Space to select/unselect a disk, as shown in Figure 1-5. Use the arrow keys to scroll

the list of free disks.

Creating Virtual Disk

Copyright © 2009 Marvell

BIOS Version

Firmware Version :

PCIe Speed Rate

Configure SATA as:

ESC:Return
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Figure 1-5 Select Free Disks

Marvell RAID Utility
User Manual

Marvell BIOS Setup (c) 2009 Marvell Technology Group Ltd.

Configure->Select free disks (:)

Virtual Disks
Free Physical Disks

PD 8: ST3750330MS

Help

Vendor ID
Device ID
Revision 1D
BIOS Version

Firmware Version :

PCIe Speed Rate

Configure SATA as:

1B4B

B1
1.0.0.1008
2.1.0.1316
5.06Gbps
AHCI Mode

Use space bar to select the free disks to be used in the array.
ENTER: Operation () SPACE: Select F10: Exit/Save

ESC:Return

Note: The 88SE91xx controller supports the creation of RAID 0 and RAID 1 virtual disks
comprising of exactly two SATA physical disks.PATA physical disks cannot be used to create
RAID virtual disks.

3. After selecting the required disks, press Enter to continue, as shown in Figure 1-6.

A-8
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Figure 1-6 Confirm Disk Selection

Marvell BIOS Setup (c) 2009 Marvell Technology Group Ltd.

Configure->Select free disks (:)

Virtual Disks
Free Physical Disks
d tpo 8: ST3750330MS

Help:

Vendor 1D

Device ID

Revision 1D

BIOS Version s
Firmware Version :
PCIe Speed Rate
Configure SATA as:

1B4B

91xx

B1
1.0.0.1008
2.1.0.1316
5.0Gbps
AHCI Mode

Use space bar to select the free disks to be used in the array.
ENTER: Operation () SPACE: Select F10: Exit/Save

ESC:Return

Note: When a disk is selected, an asterisk (*) appears to the left of the disk label, as shown in

Figure 1-6.

Creating Virtual Disk
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4. Create Virtual Disk by configuring its settings in the Information pane, as shown in
Figure 1-7.

The controls for making selections are listed in the Help pane when an available setting is
highlighted.

Figure 1-7 Configure Virtual Disk
Marvell BIOS Setup (c) 2009 Marvell Technology Group Ltd.

Configure->Select free disksCreate Virtual Disk (:)

|:v1rtuaw Disks Stripe Size : 64 KB
Free Physical Disks Gigabyte Rounding: 16

* PD 8: ST3750330MS Quick Init : Yes
*  PD 0: ST3750330MS VD Name g Default

Next

Help

Virtual disk configurations.

ENTER: Select F10: Exit/Save  ESC:Return

Note: Max Size (MB) and Disk ID are properties of the virtual disk that cannot be edited. Max Size
(MB) is the size of the RAID virtual disk as determined by the selected RAID Level. Disk ID lists
the IDs of the physical disks comprising the virtual disk.

A-10 Creating Virtual Disk
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5. RAID Level, as shown in Figure 1-7, is highlighted when the Create Virtual Disk screen is
presented. Press Enter to select a RAID Level. A menu pops-up, as shown in Figure 1-8,
and lists available RAID levels.

6. Scroll the list, as shown in Figure 1-8, and press Enter to select a RAID Level (RAID 0, RAID
1).

Figure 1-8 RAID Level
Marvell BIOS Setup (c) 2009 Marvell Technology Group Ltd.

—Configure->Select free disksCreate Virtual Disk

Virtual Disks Stripe Size 3 64 KB
Free Physical Disks Gigabyte Rounding: 16

* | PD 8: ST3750330MS Quick Init : Yes

* PD 0: ST3750330MS VD Name A Default

Next

Help

Virtual disk configurations.

ENTER: Select F10: Exit/Save  ESC:Return

Note: The default RAID Level is RAID 0. For information on RAID levels, see Appendix B,
Selecting a RAID Level.

Creating Virtual Disk A-11

Copyright © 2009 Marvell CONFIDENTIAL Doc No. MV-S400052-00 Rev. F
December 9, 2009 Document Classification: Proprietary

8cmymtbz810-gd8biy0x * Lycom Technology, Inc. * UNDER NDA# 12103316



MARVELL CONFIDENTIAL - UNAUTHORIZED DISTRIBUTION OR USE STRICTLY PROHIBITED

®

[ e |

= Marvell RAID Utility
M ARV ELL® UserManual

7. Scroll to Stripe Size and press Enter to select.

A menu pops-up, as shown in Figure 1-9, and lists available stripe sizes for the selected RAID
level.

8. Scroll the list, as shown in Figure 1-9, and press Enter to select Stripe Size (32K, 64K).

Figure 1-9 Stripe Size
Marvell BIOS Setup (c) 2009 Marvell Technology Group Ltd.

Configure->Select free disksCreate Virtual Disk

RAID Level : RAID 0

Virtual Disks

Free Physical Disks Gigabyte Rounding: 16
* | PD 8: ST3750330MS Quick Init e Yes
* PD 0: ST3750330MS VD Name H Default

Next

Help

Virtual disk configurations.
ENTER: Select F10: Exit/Save  ESC:Return

Note: The default Stripe Size is 64 KB. For information on Stripe Size, see Appendix D, Glossary.

A-12 Creating Virtual Disk
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9. Scroll to Gigabyte Rounding and press Enter to select.

A menu pops-up, as shown in Figure 1-10, and lists available stripe sizes for the selected
RAID level.

10. Scrollthe list, as shown in Figure 1-10, and press Enter to select Gigabyte Rounding (None,
1G, 10G).

Figure 1-10 Gigabyte Rounding
Marvell BIOS Setup (c) 2009 Marvell Technology Group Ltd.

Configure->Select free disksCreate Virtual Disk

RAID Level
Free Physical Disks

* | pD 8: ST3750330MS Quick Init
* PD 0: ST3750330MS VD Name

Next

Virtual Disks . Stripe Size

Help:

Virtual disk configurations.
ENTER: Select F10: Exit/Save  ESC:Return

Note: The default setting for Gigabyte Rounding is 1G. For information on Gigabyte Rounding, see
Appendix D, Glossary.

Creating Virtual Disk A-13
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11. Scroll to Quick Init and press Enter to enable or disable quick initialization of the virtual disk.

A menu pops-up, as shown in Figure 1-11, and lists available options for quick initialization
of the virtual disk.

12. Scroll the list, as shown in Figure 1-11, and press Enter to select Quick Init (Yes, No).
Figure 1-11 Quick Init
Marvell BIOS Setup (c) 2009 Marvell Technology Group Ltd.

Configure->Select free disksCreate Virtual Disk

RAID Level

Virtual Disks Stripe Size
Free Physical Disks Gigabyte Rounding:

* L PD 8: ST3750330MS
*  PD 0: ST3750330MS VD Name

Next

Help
Virtual disk configurations.

ENTER: Select F10: Exit/Save  ESC:Return

Note: The default setting for Quick Init is Yes.

A-14 Creating Virtual Disk
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13. Scrollto VD Name and the Default name is cleared for a new name, as shown in Figure 1-12.
Type a new nhame and press Enter to confirm the selection.

Figure 1-12 VD Name
Marvell BIOS Setup (c) 2009 Marvell Technology Group Ltd.

Configure->Select free disksCreate Virtual Disk

RAID Level

|:V1'r“tuaT Disks Stripe Size
Free Physical Disks Gigabyte Rounding

* - PD 8: ST3750330MS Quick Init
* PD 0: ST3750330MS

Help

Virtual disk configurations.

ENTER: Select F10: Exit/Save  ESC:Return

Creating Virtual Disk A-15
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14. After configuring the virtual disk, scroll to Next, as shown in Figure 1-13.

Press Enter to create the virtual disk.
Figure 1-13 Create Virtual Disk

Marvell BIOS Setup (c) 2009 Marvell Technology Group Ltd.

Configure->Select free disksCreate Virtual Disk

RAID Level

|:V1'r“tual Disks Stripe Size
Free Physical Disks Gigabyte Rounding

* - PD 8: ST3750330MS Quick Init
* PD 0: ST3750330MS VD Name

Help

Virtual disk configurations.

ENTER: Select F10: Exit/Save  ESC:Return

A-16
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15. Press Y to select Yes, as shown in Figure 1-14, to confirm the creation of the virtual disk.
The virtual disk is now listed in the Topology pane, as shown in Figure 1-15.

Figure 1-14 Create Virtual Disk Confirmation
Marvell BIOS Setup (c) 2009 Marvell Technology Group Ltd.

Configure->Select free disksCreate Virtual Disk (:)

tv1rtual Disks Stripe Size
Free Physical Disks Gigabyte Rounding

* | PD 8: ST3750330MS Quick Init
N330M VD Name

Create Virtual Disk
Do you want to create this virtual disk?

Yes llo

Help

Use space bar to select the free disks to be used in the array.

ENTER: Operation SPACE: Select F10: Exit/Save ESC:Return

Creating Virtual Disk A-17
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Figure 1-15 Virtual Disk in Topology Pane
Marvell BIOS Setup (c) 2009 Marvell Technology Group Ltd.

Topology

Virtual Disks
LVvD 0: Test

Information

Vendor ID
Device ID
Revision 1D

PD 0: ST3750330MS BIOS Version

PD 8: ST3750330MS Firmware Version ;
Free Physical Disks

Help

PCIe Speed Rate

Configure SATA as:

Marvell RAID on chip controller.
ENTER: Operation F1

A-18
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A.5 Erasing RAID Configuration Data
This topic describes the procedure to erase RAID configuration data (if any) on a foreign
physical disk.

Note: The RAID controller stores RAID configuration data on all physical disks that are part of a virtual
disk. RAID configuration data must be erased on the physical disk before it can be used with another
virtual disk.

To erase RAID configuration data

WARNING If the physical disk was originally part of another virtual disk, using Erase RAID
ﬁ Configuration Data may damage that virtual disk.

1. Inthe Topology pane, select Physical Disk (VD 0: Default > PD 0: ST3750330MS in
Figure 1-16) and press Enter. A menu pops-up, as shown Figure 1-16.

2. Select Erase RAID Config Data to erase the RAID configuration data, as shown in
Figure 1-16.

3. Select Yes when prompted to confirm the operation.

Figure 1-16 Erase RAID Configuration Data

Marvell BIOS Setup (c) 2009 Marvell Technology Group Ltd.

Topology Information

Port ID : 0

PD ID : (1]
Virtual Disks Type : SATA PD
LVD 0: Test Status : Configured

. 715404 MB
PD 8: ST3750330MS NCQ 3G 48Bits
Free Physical Disks 3G
Mode] g ST3750330MS
Serial g 9QK1VYLR
FW Version g SNO6

Help

Erase RAID configuration data from the selected physical disk.
ENTER: 0perat1on F10: Exit/Save ESC:Return

Erasing RAID Configuration Data A-19
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A.6  Rebuilding Virtual Disk

This topic describes the procedure to manually rebuild a degraded virtual disk. This is
applicable to the RAID 1 virtual disk created with the 88SE91xx controller.

Note: The 88SE91xx BIOS supports manual rebuilding of RAID 1 virtual disks. The rebuild process is
both initiated and completed in the BIOS. The Marvell RAID Utility (MRU), which runs in an OS
environment, cannot be used to either initiate, resume, or complete the rebuild process. Spare physical
disks are not supported.

To manually rebuild a RAID 1 virtual disk

1. When a virtual disk is degraded, the Status of a virtual disk is changed from Functional to
Degrade, as shown in Figure 1-17.

Figure 1-17 Virtual Disk Properties: Degrade VD
Marvell BIOS Setup (c) 2009 Marvell Technology Group Ltd.

Topology Information

HBA 0: Marvell 0 1D : (1]
Virtual Disks Name : New_VD
Status :
LPD 8: ST3750330MS Stripe Size : 64K
Free Physical Disks RAID Mode : RAID1
Size g 166672 MB

BGA Status ¢ N/A
Number of PDs :

g 1
Members g 8

Help:

Virtual Disk: A set of disk blocks presented to an operating environment as
a range of consecutively numbered logical blocks with disk-like storage.

ENTER: Operation F10: Exit/Save ESC:Return

A-20 Rebuilding Virtual Disk
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2. Replace the faulty physical disk with an identical physical disk.

Note: If an identical disk is unavailable, use a replacement physical disk of larger size or one with
a slightly smaller size as determined the Gigabyte Rounding setting for the virtual disk.

The 88SE91xx detects the new physical disk and lists the device under Free Physical Disks

in the Topology pane, as shown in Figure 1-18.

Figure 1-18 Replacement Physical Disk

Marvell BIOS Setup (c) 2009 Marvell Technology Group Ltd.

Topology Information

HBA 0: Marvell 0 Port ID
Virtual Disks PD ID
LVD 0: New_VD Type

LPD 8: ST3750330MS Sﬁatus
Free Physical Disks Size

Feature Support :
Current Speed :

Model
Serial
FW Version

Physical Disk, can be combined into a VD.
ENTER: Operation F10: Exit/Save ESC:Return

Rebuilding Virtual Disk
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3. Inthe Topology pane, scroll to Virtual Disks (VD 0: New_VD in Figure 1-19), and press
Enter to select. A menu pops-up, as shown in Figure 1-19.

Scroll to Rebuild and press Enter to configure the rebuild process.
Figure 1-19 Rebuild Virtual Disk
Marvell BIOS Setup (c) 2009 Marvell Technology Group Ltd.

—— Topology Information

HBA 0: Marvell 0 1D 3 (1]
Virtual Disks Name : New_VD

Status 3
LpD 8: ST375 Stripe Size : 64K
Free Physical DjIAILILALN] RAID Mode : RAIDI.

LPD 0: Hitach: nuorcav Size : 156672 MB
BGA Status : N/A
Number of PDs :

: 2
Members : 8

>
Help

Virtual Disk: A set of disk blocks presented to an operating environment as
a range of consecutively numbered logical blocks with disk-like storage.

ENTER: Operation F10: Exit/Save ESC:Return

A-22 Rebuilding Virtual Disk
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4. Scroll through the list of free disks, as shown in Figure 1-20, and press Space to select or
unselect a replacement physical disk.

Press Enter to continue.
Figure 1-20 Select Replacement Disk

Marvell BIOS Setup (c) 2009 Marvell Technology Group Ltd.

(:) Rebuild->Select free disks Information

1D 3 0
Virtual Disks Name : New_VD
Status :
L Stripe Size 64K
Free Physical Disks RAID Mode 3 RAID1
Size 3 156672 MB
BGA Status : N/A
Number of PDs : 1
Members : 8

Help

Use the space bar to select the free disks to be used in the array.
ENTER: Operation SPACE: Select  F10: Exit/Save  ESC:Return

Rebuilding Virtual Disk A-23
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5. Press Y to select Yes, as shown in Figure 1-21, when prompted to confirm the rebuild
process.

Figure 1-21 Confirm Rebuild Virtual Disk
Marvell BIOS Setup (c) 2009 Marvell Technology Group Ltd.

Rebuild->Select free disks Information

ID : 0
Virtual Disks Name g New_VD
Status :
L Stripe Size 64K
Free Physical Disks RAID Mode : RAID1
: 15§672 MB

Ed PD 0: Hitachi HDS7216 Size

Rebuild
Do you want to rebuild with selected physical disk
on this vd?

Yes No

Help

Use the space bar to select the free disks to be used in the array.
ENTER: Operation SPACE: Select F10: Exit/Save ESC:Return

A-24 Rebuilding Virtual Disk
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6. The status of the Rebuild process is reflected in the properties of the virtual disk, as shown
in Figure 1-22.

Figure 1-22 Rebuild Status
Marvell BIOS Setup (c) 2009 Marvell Technology Group Ltd.

Topology Information

HBA 0: Marvell 0 D 3 1

Virtual Disks Name : Test

Status :
tpo 0: Hitachi HD7616 (@) sStripe Size : 64K
PD 8: ST3750330MS RAID Mode 3 RAID1
Free Physical Disks Size : 156672 MB
(:) BGA Status : Running

BGA Rebuild : 0%

(:) Number of PDs : 2
Members g 08

Help

Virtual Disk: A set of disk blocks presented to an operating environment as
a range of consecutively numbered logical blocks with disk-Tike storage.

ENTER: Operation F10: Exit/Save ESC:Return

To pause the rebuild process

1. Inthe Topology pane, scroll to the partially rebuilt Virtual Disk.
2. Press Enter to view available operations on Virtual Disk.
3. Scroll to Pause and press Enter to pause the rebuild process.

Note: Incomplete rebuild procedures are paused upon exiting the BIOS. The rebuild procedure(s)
can be resumed manually upon re-entering the BIOS.

To resume the rebuild process

1. Inthe Topology pane, scroll to the partially rebuilt Virtual Disk.
2. Press Enter to view available operations on Virtual Disk.
3. Scroll to Resume and press Enter to resume the rebuild process.

Note: The rebuild process is both initiated and completed in the BIOS. The Marvell RAID Utility
(MRU), which runs in an OS environment, cannot be used to either initiate, pause, resume, or
complete the rebuild process.

Rebuilding Virtual Disk A-25
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A.7  Deleting Virtual Disk

This topic describes the procedure to delete a virtual disk.

To delete a virtual disk

WARNING Using Delete permanently erases all data on the virtual disk.

A\

1. Inthe Topology pane, select Virtual Disk (VD 0: Default in Figure 1-23) and press Enter.

A menu pops-up, as shown Figure 1-23.

2. Select Delete to delete the virtual disk, as shown in Figure 1-23.

3. Press Y to select Yes when prompted Do you want to delete this virtual disk?.

4. Press Y to select Yes when prompted Do you want to delete MBR from this virtual disk?.

Figure 1-23 Delete Virtual Disk

Marvell BIOS Setup (c) 2009 Marvell Technology Group Ltd.

Topology Information

Virtual Disks

tPD 0: ST3750330MS
PD 8: ST3750330MS
Free Physical Disks
BGA Status

Number of PDs :

Members

Delete the selected virtual disk.
ENTER: Operation F10: Exit/Save ESC:Return

A-26
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SELECTING A RAID LEVEL

This chapter contains the following sections:

RAID Overview

Comparing RAID Levels

RAID 0 (Striping)

RAID 1 (Disk Mirroring)

RAID 1E (Data Mirroring and Striping)
RAID 5 (Striping with Single Parity)
RAID 6 (Striping with Dual Parity)
RAID 10 (Disk Mirroring and Striping)
RAID 50 (Striping RAID 5 Arrays)
RAID 60 (Striping RAID 6 Arrays)
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B.1 RAID Overview

RAID is an acronym for Redundant Array of Independent Disks. The RAID storage systems
are created by combining multiple (two or more) physical disks and storing data using
technigues specified by different RAID levels. Each RAID level offers a unique set of
characteristics suitable for certain applications. See Section B.2, Comparing RAID Levels for
a comparison of RAID levels across a number of parameters.

B-2 RAID Overview
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B.2 Comparing RAID Levels

Selecting a RAID Level

Table 2-1 compares RAID levels across a number of parameters. These ratings are intended

to help you identify RAID levels with characteristics suitable for your application.

Note: A specific quantitative comparison is not possible because RAID performance is dependent on
a number of variables that are unique to the equipment setup, such as the number of physical disks,
performance characteristics of those disks, spindle synchronization, performance characteristics of the
RAID controller, among others.

Table 2-1 Comparing RAID Levels

RAID Level

Read
Perform

Write
Perform

Fault

ance

ance

Tolerance

Efficientuse of vevrvr

disk capacity

Automatic

rebuild

Minimum

number
drives

Legend
WIeTe
Wy
W

wi

w

of

Best
Best-
Good
Good-
Poor

Comparing RAID Levels

Copyright © 2009 Marvell
December 9, 2009

1
1206

i

JAgg4s

*

4

Exact

1E 5
W Lot
i i
W R
*® Yovey
4 &

ly2 3 3
(only odd
number of
drives)

CONFIDENTIAL

"

ey

W

Document Classification: Proprietary

10
1006

"R

Lo

50
W

i

vy

60
Lo

JAgeks

1A%

B-3

Doc No. MV-5400052-00 Rev. F

8cmymtbz810-gd8biyOx * Lycom Technology, Inc. * UNDER NDA# 12103316



MARVELL CONFIDENTIAL - UNAUTHORIZED DISTRIBUTION OR USE STRICTLY PROHIBITED

[ e |

= Marvell RAID Utility

M ARV ELL® UserManual

B.3 RAID 0 (Striping)

RAID 0 stripes data evenly across multiple (two or more) physical disks. It does not store
parity or mirror data for fault tolerance.

Table 2-2 describes RAID 0 across a number of parameters.

Table 2-2 RAID 0

Parameter

Read
Performance

Write
Performance

Fault Tolerance

Efficient use of
disk capacity

Automatic
rebuild

Minimum
number of drives

Suitable
Applications

B-4
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Rating
Wl

§Aokgid

X

W

Description

RAID 0 offers the best read/write performance because data striped across
multiple physical disks can be both read and written simultaneously. With the
minimum two physical disks, RAID 0 can perform two operations (read or
write) simultaneously. The number of simultaneous operations increases with
the number of disks in the RAID 0 set.

RAID 0 does not contain parity or mirror data for fault tolerance. Data is not
recoverable if any one of the physical disks fails.

RAID 0 does not offer fault tolerance. The storage space on the virtual
disk/array is used fully and efficiently to store data.

Note: When creating a RAID 0 with physical disks of different sizes, the storage
space added to the virtual disk/array by each physical disk is limited to the size of
the smallest physical disk. For example, a RAID 0 virtual disk/array comprising of
150 GB and 100 GB physical disks creates a 200 GB virtual disk/array (twice the
size of the smallest physical disk 100 GB).

Not Applicable. RAID 0 does not offer fault tolerance.

RAID 0 is ideally suited for applications requiring best read/write performance
and where fault tolerance is not required.

RAID 0 (Striping)
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Figure 2-1 describes RAID 0.
Figure 2-1 RAID 0

_ A1 B 51

Physical Disks

Virtual Disk

Legend @ Play Demo

Empty area of disk

R . = Disk filled with fragment A

Note: Click Play Demo to launch an Adobe Flash® demonstration RAID 0. To view the demonstration,
Adobe Reader® 9 (or higher) is required. If Play Demo is disabled, or if an error message, or blank

window appears upon clicking Play Demo, then upgrade to the latest version of Adobe Reader® at
http://get.adobe.com/reader/.

RAID 0 (Striping) B-5
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B.4 RAID 1 (Disk Mirroring)

RAID 1 uses exactly two physical disks and creates a copy (or mirror) of the primary physical
disk on the secondary physical disk, as shown in Figure 2-2.

Table 2-3 describes RAID 1 across a number of parameters.

Table 2-3 RAID 1

Parameter

Read
Performance

Write
Performance

Fault Tolerance vryryr

Efficient use of
disk capacity

Automatic
rebuild

Minimum
number of drives

Suitable
Applications

B-6
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Rating
wir

i

®

4

Description

RAID 1 can perform two read operations simultaneously. Since data is
identical on both physical disks, a read command can be sent to the
secondary disk when the primary disk is busy with another read operation.

Write performance is comparatively lower than read performance because
data (original and mirror) must be written on two physical disks
simultaneously.

RAID 1 virtual disks/arrays can tolerate the failure of one physical disk.

Note: Although RAID 1 can tolerate the failure of only one physical disk, it
receives high fault tolerance rating because one physical disk in a RAID 1 virtual
disk/array (which always comprises of only two physical disks) is equivalent to
50% of the disks. As such, from a purely statistical viewpoint, RAID 1 can tolerate
the failure of up to 50% of the physical disks. No other RAID level offers this
percentage level of fault tolerance, which explains the high rating for RAID 1. Use
this rating after considering the aforementioned limitations of RAID 1 with regard
to your application.

Data on the primary disk is mirrored on the secondary disk. Only 50% of the
combined physical disk space is available for use.

Available.

RAID 1 uses exactly two physical disks.

RAID 1 is ideally suited for applications requiring high read performance and
fault tolerance.

RAID 1 (Disk Mirroring)
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Figure 2-2 describes RAID 1.
Figure 2-2 RAID 1

Virtual Disk Physical Disks

e @ Play Demo

Empty area of disk

* Disk filled with fragment A
“ Mirror of fragment A

Note: Click Play Demo to launch an Adobe Flash® demonstration RAID 1. To view the demonstration,
Adobe Reader® 9 (or higher) is required. If Play Demo is disabled, or if an error message, or blank

window appears upon clicking Play Demo, then upgrade to the latest version of Adobe Reader® at
http://get.adobe.com/reader/.

RAID 1 (Disk Mirroring) B-7
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B.5 RAID 1E (Data Mirroring and Striping)

RAID 1E uses a combination of data mirroring and striping (RAID 0) techniques. A minimum
of three physical disks are required to create a RAID 1E virtual disk/array, as shown in
Figure 2-3. RAID 1E is similar to RAID 10, except that RAID 1E operates on an odd number

of disks.

Table 2-4 describes RAID 1E across a number of parameters.
Table 2-4 RAID 1E

Parameter

Read
Performance

Write
Performance

Fault Tolerance v

Efficient use of
disk capacity

Automatic
rebuild

Minimum
number of drives

B-8
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Rating
ww

i

®

Description

RAID 1E provides read performance comparable to RAID 0 (striping).

RAID 1E provides write performance comparable to RAID 1 (disk mirroring).
Write performance is comparatively lower than read performance because
data (original and mirror) is written on two physical disks simultaneously.

In a RAID 1E, mirrored data is distributed such that the array can tolerate the
failure of one physical disk.

When the minimum three physical disks are used in a RAID 1E virtual
disk/array, approximately 33% (one physical disk) of the combined disk
capacity is used for storing mirror data. In other words, RAID 1E can be rebuilt
if 33% of the disks fail. As the number of disks increases, the reliability of the
RAID 1E virtual disk/array decreases (lesser than 33%).

Note: The reliability (as measured by Mean Time Between Failure or Mean Time
To Failure) for physical disks is equal to average reliability of each disk divided by
the number of disks. Assuming that each physical disk is almost perfectly reliable,
the reliability is roughly inversely proportional to the number of disks. In other
words, as the number of physical disks increases, the reliability of the RAID 1E
virtual disk/array decreases.

Like RAID 1, RAID 1E uses the mirroring technique for fault tolerance, using
50% of the combined disk capacity for mirroring data. For example, three 100
GB physical disks (a total of 300 GB) create a 150 GB virtual disk/array
because the remaining 150 GB is used to store mirror data.

Available.

3
Note: RAID 1E operates only on an odd number of disks.

RAID 1E (Data Mirroring and Striping)
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Figure 2-3 describes RAID 1E.
Figure 2-3 RAID 1E

A1l
B2
c3
C4

A B C
Physical Disks

Virtual Disk

Legend @ Play Demo

Empty area of disk

ﬁ Disk filled with fragment A
“ Mirror of fragment A

Note: Click Play Demo to launch an Adobe Flash® demonstration RAID 1E. To view the

demonstration, Adobe Reader® 9 (or higher) is required. If Play Demo is disabled, or if an error
message, or blank window appears upon clicking Play Demo, then upgrade to the latest version of

Adobe Reader® at http://get.adobe.com/reader/.

RAID 1E (Data Mirroring and Striping) B-9
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B.6  RAID 5 (Striping with Single Parity)

RAID 5 uses the striping technique in combination with single parity to provide high fault
tolerance. At least three physical disks are required to create a RAID 5 virtual disk/array, as
shown in Figure 2-4. Data and parity information are striped across all physical disks, with
RAID parity information requiring the equivalent of one physical disk, regardless of the

number of physical disks.

Table 2-5 describes RAID 5 across a number of parameters.

Table 2-5 RAID 5

Parameter Rating
Read Do e
Performance

Write wy
Performance

Fault Tolerance vy

Efficient use of  vrvry
disk capacity

Automatic &
rebuild

Minimum
number of drives

B-10
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Description

Read performance is good (due to striping) but write performance is
comparatively lower because of the need to calculate and write single parity
information.

The combination of striping and parity provides good fault tolerance with a
more efficient use of physical disk space than RAID 1 (disk mirroring). A RAID
5 virtual disk/array can tolerate the failure of one physical disk.

When the minimum three physical disks are used in a RAID 5, approximately
33% of the combined disk capacity is used for redundancy (term used to
describe storing of parity or mirror data). The capacity efficiency increases as
the number of physical disks increases (because only one physical disk is
used for redundancy irrespective of the number of physical disks).

Available.

RAID 5 (Striping with Single Parity)
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Figure 2-4 describes RAID 5.
Figure 2-4 RAID 5

T party 0
T 3

parity 2

A B C

Physical Disks

Virtual Disk

Legend
Play Demo

Empty area of disk

* Disk filled with fragment A

parity 0 Parity data

Note: Click Play Demo to launch an Adobe Flash® demonstration RAID 5. To view the demonstration,
Adobe Reader® 9 (or higher) is required. If Play Demo is disabled, or if an error message, or blank

window appears upon clicking Play Demo, then upgrade to the latest version of Adobe Reader® at
http://get.adobe.com/reader/.

RAID 5 (Striping with Single Parity) B-11
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B.7 RAID 6 (Striping with Dual Parity)

RAID 6 uses the striping technique in combination with dual parity to provide high fault
tolerance. At least four physical disks are required to create a RAID 6 virtual disk/array, as
shown in Figure 2-5. Data and parity information are striped across all physical disks, with
RAID parity information requiring the equivalent of two physical disks, regardless of the

number of physical disks.

Table 2-6 describes RAID 6 across a number of parameters.

Table 2-6 RAID 6

Parameter Rating
Read Do e
Performance

Write *
Performance

Fault Tolerance vryry

Efficient use of  vrvy
disk capacity

Automatic &
rebuild

Minimum
number of drives

B-12
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Description

Read performance is good (due to striping) but write performance is
comparatively lower because of the need to calculate and write parity
information twice.

The combination of striping and parity provides high fault tolerance. For
virtual disks/arrays comprising of more than four physical disks, RAID 6
provides a more efficient use of physical disk space than RAID 1 (mirroring).

RAID 6 is similar to RAID 5, but dual parity provides the advantage of
recovering data when up to two physical disks fail.

When the minimum four physical disks are used in a RAID 6 virtual disk/array,
50% of the combined disk capacity (two physical disks) is used for
redundancy. The capacity efficiency increases as the number of physical
disks increases (because only two physical disks are used for redundancy
irrespective of the number of physical disks).

Available

RAID 6 (Striping with Dual Parity)
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Figure 2-5 describes RAID 6.

Figure 2-5 RAID 6

Virtual Disk

Legend

Ao B0 parity 0x

parity 1x parity 1y
parity 2x parity 2y
A B

Physical Disks

@ Play Demo

Empty area of disk

R . = Disk filled with fragment A

parity 0 Parity data

Selecting a RAID Level

parity Oy

Note: Click Play Demo to launch an Adobe Flash® demonstration RAID 6. To view the demonstration,
Adobe Reader® 9 (or higher) is required. If Play Demo is disabled, or if an error message, or blank
window appears upon clicking Play Demo, then upgrade to the latest version of Adobe Reader® at

http://get.adobe.com/reader/.

RAID 6 (Striping with Dual Parity)
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RAID 10 (Disk Mirroring and Striping)

RAID 10 incorporates the technique of striping (RAID 0) across multiple disk mirrors (RAID
1). At least four physical disks are required to create a RAID 10 virtual disk/array, as shown

in Figure 2-6.

Table 2-7 describes RAID 10 across a number of parameters.

Table 2-7 RAID 10

Parameter Rating
Read iy
Performance

Write Do e
Performance

Fault Tolerance vy

Efficient use of ¥
disk capacity

Automatic &
rebuild

Minimum
number of drives

Copyright © 2009 Marvell
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Description

RAID 10 provides read performance comparable to RAID O (striping).

RAID 10 provides write performance comparable to RAID 1 (disk mirroring).
Write performance is comparatively lower than read performance because
data (original and mirror) is written on two physical disks simultaneously.

RAID 10 virtual disks/arrays can tolerate the failure of one physical disk in
each RAID 1 set. The failed disk must be replaced to ensure continued fault
tolerance. Otherwise, the single working physical disk in the partially
degraded RAID 1 set becomes the single point of failure for the entire RAID
10 virtual disk/array.

Like RAID 1, RAID 10 uses the mirroring technique for redundancy, thereby
using 50% of the combined disk capacity for mirroring data. For example, four
100 GB physical disks (a total of 400 GB) create a 200 GB virtual disk/array
because the remaining 200 GB is used to store mirror data.

Note: When creating a RAID 10 virtual disk/array with physical disks of different
sizes, the storage space added to the array by each physical disk is limited to the
size of the smallest physical disk. This is true for any RAID virtual disk/array using
the disk mirroring technique. For example, a RAID 10 virtual disk/array comprising
of 150 GB, 200 GB, 100 GB, and 80 GB physical disks is sized at 320 GB (four
times the size of the smallest physical disk 80 GB).

Available.

RAID 10 (Disk Mirroring and Striping)
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Figure 2-6 describes RAID 10.
Figure 2-6 RAID 10
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* Disk filled with fragment A
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Note: An Adobe Flash® demonstration of RAID 10 is not provided. RAID 10 incorporates the technique
of striping (RAID 0) across multiple disk mirrors (RAID 1) arrays. View demonstrations for RAID 0 and
RAID 1 for an understanding of how RAID 10 arrays are built.

RAID 10 (Disk Mirroring and Striping) B-15
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B.9 RAID 50 (Striping RAID 5 Arrays)

RAID 50 incorporates the technique of striping (RAID 0) across multiple RAID 5 arrays. RAID
5 uses the striping technique in combination with single parity to provide high fault tolerance.
At least six physical disks are required to create a RAID 50 array, as shown in Figure 2-7.

Table 2-8 describes RAID 50 across a number of parameters.

Table 2-8 RAID 50

Parameter Rating
Read iy
Performance

Write Y
Performance

Fault Tolerance vryyy

Efficient use of  vrvvy
disk capacity

Automatic &
rebuild

Minimum
number of drives
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Description

Read/write performance is similar to RAID 5. Read performance is good (due
to striping) but write performance is comparatively lower because of the need
to calculate and write single parity information.

RAID 50 arrays can tolerate the failure of one physical disk in each RAID 5
set. The failed physical disk must be replaced to ensure continued fault
tolerance. Otherwise, the two or more working physical disks in the partially
degraded RAID 5 set become multiple points of failure for the entire array.

When the minimum six physical disks are used in a RAID 50 array,
approximately 33% of the combined disk capacity (one physical disk per
RAID 5 set) is used for redundancy. The capacity efficiency increases as the
number of physical disks increases (because only one physical disk is used
per RAID 5 set for redundancy irrespective of the number of physical disks in
the RAID 5 set).

Available

RAID 50 (Striping RAID 5 Arrays)

CONFIDENTIAL Doc No. MV-S400052-00 Rev. F
Document Classification: Proprietary

8cmymtbz810-gd8biyOx * Lycom Technology, Inc. * UNDER NDA# 12103316



MARVELL CONFIDENTIAL - UNAUTHORIZED DISTRIBUTION OR USE STRICTLY PROHIBITED

Il

M ARVELL®

Selecting a RAID Level

Figure 2-7 describes RAID 50.
Figure 2-7 RAID 50
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Note: An Adobe Flash® demonstration of RAID 50 is not provided. RAID 50 incorporates the technique
of striping (RAID 0) across multiple RAID 5 arrays. View demonstrations for RAID 0 and RAID 5 for an

understanding of how RAID 50 arrays are built.

RAID 50 (Striping RAID 5 Arrays)

Copyright © 2009 Marvell CONFIDENTIAL
December 9, 2009 Document Classification: Proprietary

B-17

Doc No. MV-5400052-00 Rev. F

8cmymtbz810-gd8biy0x * Lycom Technology, Inc. * UNDER NDA# 12103316



MARVELL CONFIDENTIAL - UNAUTHORIZED DISTRIBUTION OR USE STRICTLY PROHIBITED

®

[ e |

= Marvell RAID Utility

M ARV ELL® UserManual

B.10 RAID 60 (Striping RAID 6 Arrays)

RAID 60 incorporates the technique of striping (RAID 0) across multiple RAID 6 arrays.
RAID 6 uses the striping technique in combination with dual parity to provide high fault
tolerance. At least eight physical disks are required to create a RAID 60 array, as shown in

Figure 2-8.

Table 2-9 describes RAID 60 across a number of parameters.

Table 2-9 RAID 60

Parameter Rating
Read Do e
Performance

Write *
Performance

Fault Tolerance yrvvvy

Efficient use of vy
disk capacity

Automatic &
rebuild

Minimum
number of drives

B-18
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Description

Read/write performance is similar to RAID 6. Read performance is good (due
to striping) but write performance is comparatively lower because of the need
to calculate and write parity information twice.

RAID 60 arrays can tolerate the failure of two physical disks in each RAID 6
set. The failed disks must be replaced to ensure continued fault tolerance.
Otherwise, the two or more working physical disks in the partially degraded
RAID 6 set become multiple points of failure for the entire array.

When the minimum eight physical disks are used in a RAID 60 array, 50% of
the combined disk capacity (two physical disks per RAID 6 set) is used for
redundancy. The capacity efficiency increases as the number of physical
disks increases (because only two physical disks are used per RAID 6 set for
redundancy irrespective of the number of physical disks in the RAID 6 set).

Available

RAID 60 (Striping RAID 6 Arrays)

CONFIDENTIAL Doc No. MV-S400052-00 Rev. F
Document Classification: Proprietary

8cmymtbz810-gd8biyOx * Lycom Technology, Inc. * UNDER NDA# 12103316



MARVELL CONFIDENTIAL - UNAUTHORIZED DISTRIBUTION OR USE STRICTLY PROHIBITED

Il

M ARVELL®

Figure 2-8 describes RAID 60.

Figure 2-8 RAID 60
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Note: An Adobe Flash® demonstration of RAID 60 is not provided. RAID 60 incorporates the technique
of striping (RAID 0) across multiple RAID 6 arrays. View demonstrations for RAID 0 and RAID 6 for an
understanding of how RAID 60 arrays are built.

RAID 60 (Striping RAID 6 Arrays)
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ICONS USED IN MRU

Icons used in MRU

This appendix describes the icons used in MRU for the following physical/virtual devices:

Arrays

Events
Physical Disks
Virtual Disks
Other Devices

Copyright © 2009 Marvell
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C.1  Arrays

Table 3-1 lists the icons used to indicate the status of arrays.

Table 3-1 Icons for Arrays

Symbol Description Notes
‘ l Online Array The array is operating normally.

Degraded Array The array is degraded and has no fault tolerance. In this state,
% data is not recoverable if even one physical disk fails. Rebuild

the array by replacing the failed physical disk(s).

C-2 Arrays
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C.2 Events

Icons used in MRU

Table 3-2 lists the icons used for adapter events.

Table 3-2 Icons for Events

Symbol

®

e P> e

Events
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Description

Normal Event

Unknown Event

Warning Event

Critical Event

Notes

Example: Physical disk 1 is assigned as spare.

Any event that was not recognized by MRU. See Windows
Events Viewer for more information on the event.

Example: Virtual Disk 1 is deleted.

Example: Virtual Disk 1 is degraded.

C-3
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C.3  Physical Disks

Table 3-3 lists the icons used to indicate the status of physical disks.

Table 3-3 Icons for Physical Disks

c4

Copyright © 2009 Marvell
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Description

Unconfigured Physical Disk

Configured Physical Disk

Foreign Physical Disk

Offline Physical Disk

Unconfigured Spare Drive

Configured Spare Drive

Notes

The physical disk is available for use in a virtual disk (or array).

The physical disk is part of a virtual disk.

The foreign physical disk is part of a virtual disk created with
another RAID controller. The foreign physical disk cannot be
used on the RAID controller unless the RAID configuration
metadata is erased on the disk.

The physical disk is part of a virtual disk and has an error.
Check the event log for details and replace the physical disk if
necessary.

Note: An offline physical disk can render a virtual disk offline or
degrade it.

The spare drive is available for rebuilding virtual disks and
arrays.

The spare drive was used to rebuild a virtual disk and is now
part of the same.

SAS/SATA Tape Device n/a
CD/DVD Device n/a
Physical Disks
CONFIDENTIAL Doc No. MV-S400052-00 Rev. F
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C.4 Virtual Disks

Icons used in MRU

Table 3-4 lists the icons used to indicate the status of virtual disks.
Table 3-4 Icons for Virtual Disks

Symbol

3

I.-.II--." TFFF FITT @ EEE

g

Virtual Disks
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Description

Online Virtual Disk

Online Virtual Disk with
Background Activity

Offline Virtual Disk

Foreign Virtual Disk

Notes

The virtual disk is operating normally.

The virtual disk is operating normally and performing a
background activity.

This virtual disk is not operating because one or more member
physical disks are not connected. Data can neither be written
nor read from the virtual disk.

The RAID configuration metadata on the physical disk indicates
thatitis part of a virtual disk that was created with another RAID
controller.

Partially Optimal Virtual Disk One or more physical disks in the virtual disk have failed and

Partially Optimal Virtual Disk
with Background Activity

Degraded Virtual Disk

Degraded Virtual Disk with
Background Activity

reduced the fault tolerance of the virtual disk. The virtual disk is
still operating normally.

The partially optimal virtual disk is performing a background
activity.

The virtual disk is degraded and has no fault tolerance. In this
state, data is not recoverable if even one physical disk fails.
Rebuild the virtual disk by replacing the failed physical disk(s).

The degraded virtual disk is rebuilding.

C-5
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C.5 Other Devices

Table 3-5 lists the icons used in MRU.

Table 3-5 Miscellaneous Icons

Symbol Description
' Adapter
1
i Battery Backup Unit (BBU)

, Enclosure
0 Port Multiplier

C-6
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GLOSSARY

This glossary describes abbreviations, acronyms, and terms used in MRU.

Adapter Adapter refers to any board that hosts the RAID controller ASIC.

Note: MRU executes commands on the RAID controller, which is hosted on
either an HBA (Host Bus Adapter), evaluation board, or OEM motherboard.

See Controller.

AES Acronym for Advanced Encryption Standard.

Note: This feature requires hardware and software support.

AES Link Refers to AES encryption being applied to data at the link level
(transmission from one network location to another).

Note: This feature requires hardware and software support.

Array An Array is a combination of two or more physical disks that are
presented to the operating system as a single storage device
comprising of one (or more) virtual disk(s).

See Virtual Disk.
ASIC Acronym for Application Specific Integrated Circuit.

Auto-Rebuild Auto-Rebuild is disabled by default. When enabled, degraded virtual
disks (and arrays) are automatically rebuilt if a spare drive of suitable
size is available.

Note: The size of the spare drive must be equal to or greater than that being
replaced. The Gigabyte Rounding for the virtual disk may provides some
flexibility in size.

See Spare Drive, Gigabyte Rounding, and Rebuild.

D-1
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B

Background
Initialization

BBU

BGA

C

Consistency
Check

Consistency Fix

Controller

Copy Back
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Refers to Full Initialization running as a background activity.

See Full Initialization.

Abbreviation for Battery Backup Unit.

Abbreviation for Background Activity.

Consistency Check checks and reports the integrity of parity/mirror
data on the virtual disk.

Notes:

» Consistency Check is recommended as a regular maintenance procedure for
virtual disks.

» Aside from regular maintenance runs, also run Consistency Check when a
virtual disk is not performing as expected.

» Perform Full Initialization on the virtual disk before running Consistency Check.

Consistency Fix checks, reports, and fixes parity/mirror data on virtual
disks.

Note: Perform Full Initialization on the virtual disk before running Consistency
Fix.

Refers to the RAID controller ASIC that MRU executes commands on.

Note: Although MRU and CLI use the terms Adapter and Controller
interchangeably, MRU is executing commands on the RAID controller ASIC.

See Adapter.

Copy Back replaces a functioning physical disk on an operating array
by copying all the contents of the functioning physical disk to a
replacement physical disk, without degrading the array. This is useful
when the functioning disk shows signs of impending failure.

Note: Copy Back is only available for RAID-On-Chip (ROC) controllers.
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D

Dedicated Spare
Drive

Degraded Virtual
Disk/Array

E

Erase Foreign
Configuration
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Glossary

A dedicated spare drive is a spare that is assigned for exclusive use
by a specific array.

Note: Dedicated Spare Drive is only available for RAID-On-Chip (ROC)
controllers.

See Global Spare Drive, Spare.

A fault-tolerant virtual disk/array becomes degraded when one or
more member physical disks fail. In this state, the fault tolerance of the
virtual disk/array is compromised to the extent determined by the
RAID level and number of failed member physical disks. Rebuild the
disk to ensure continued fault tolerance.

See Rebuild.

Erase Foreign Configuration erases the RAID configuration metadata
on a foreign virtual disk. This is useful when using a foreign physical
disk in a new virtual disk.

Note: If the foreign physical disk was originally part of another virtual disk,
erasing RAID configuration data might damage that virtual disk, depending on
the virtual disk’s fault tolerance capabilities.

D-3
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Fast Initialization

Fault Tolerance

Foreground
Initialization

Full Initialization

G

Gigabyte
Rounding
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In this mode, MRU erases the Master Boot Record (MBR) in all
physical disks constituting the virtual disk. This is a destructive
process that erases all data on the virtual disk.

Note: Fast Initialization is available only when creating a virtual disk, except
for RAID-On-Chip Controllers (ROCs).

Refers to the ability of a virtual disk/array to remain operational even
when one or more member physical disks fail. The extent of fault
tolerance is determined by the RAID level of the virtual disk/array.

See Redundancy.

Foreground Initialization writes 0 to the entire virtual disk. As with Fast
Initialization, all data on the virtual disk is destroyed.

In this mode, mirror (or parity) data is updated to ensure consistency
of data on the physical disks constituting the virtual disk. This
non-destructive method of initialization is performed in the
background while the operating system continues to access the virtual
disk.

Note: Full Initialization is recommended as a regular maintenance procedure
for virtual disks.

Gigabyte Rounding is applicable to RAID levels using the disk
mirroring concept (RAID 1 and RAID 10). It defines the flexibility in
size for spare drives used to rebuild degraded virtual disks (and
arrays).

Available options for Gigabyte Rounding are None, 1G, and 10G.

Note: For example, 120.5 GB and 115.7 GB physical disks can create a
115.7 GB RAID 1 virtual disk. If Gigabyte Rounding is set to 1G, then the
controller floors the size of the physical disks to the nearest lower GB size.
The 120.5 GB and 115.7 GB disks are treated as 120 GB and 115 GB
physical disks, resulting in a 115 GB RAID 1 virtual disk. If the 115.7 GB
physical disk fails, the virtual disk can be rebuilt with a spare drive sized
between 115 and 115.7 GB, providing flexibility in size up to 0.7 GB.
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Global Spare
Drive

H

Hot Spare

Hot Swap

Import

Initialization

Initialization Rate

IO Controller (I0C)

Glossary

A global spare drive is a spare that is available for use by all virtual
disks (and arrays).

See Dedicated Spare Drive, Spare.

Controllers supporting this feature allow MRU to automatically replace
a failed or offline physical disk with a spare drive connected to the
controller. The automatic replacement is performed while the virtual
disk (or array) is still operating.

See Auto-Rebuild.

Controllers supporting this feature allow users to manually hot-swap
(replace) a failed or offline physical disk with a spare drive at the same
location while the virtual disk (or array) is still operating.

Controllers supporting this feature allow you to import a virtual disk
created with another RAID controller.

See Fast Initialization and Full Initialization.

The controller assigns priority to Background Initialization based on
the Initialization Rate. Default is 50% (Medium).

Note: When background activities are in progress, the controller is still
available to the OS for normal operations. However, the response time may
be lower depending on the background activity control rate.

IO Controllers (I0Cs) such as the Marvell 88SE63xx/88SE64xx SAS
controllers can create and manage RAID 0, 1, 5, and 10 virtual disks.

Note: Marvell RAID controllers support different sets of RAID levels
depending on the hardware model and OEM software package. Some
software packages, depending on OEM selections, support limited RAID
levels by design. Check with the OEM vendor for information specific to your
controller.

D-5
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IO Processor (IOP) An IOP is similar to an IOC, except that it contains an on-board CPU

K

Key-phrase

L

Locate

M

Media Patrol

Media Patrol Rate
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that enables hardware RAID functionality. The Marvell 88SE91xx 6
Gbps SATA RAID IOP can create and manage RAID 0 and RAID 1
virtual disks.

Note: Marvell RAID controllers support different sets of RAID levels
depending on the hardware model and OEM software package. Some
software packages, depending on OEM selections, support limited RAID
levels by design. Check with the OEM vendor for information specific to your
controller.

Refers to the alpha-numeric string used to generate the AES key for
data encryption.

Note: MRU uses an algorithm to combine the key-phrase with internal
128/256-bit AES keys to generate the AES key used for encryption.

Locate turns the LED on a physical disk ON or OFF. This is useful
when identifying a physical disk in an enclosure or backplane.

Note: The enclosure or backplane must support the Locate feature.

Media Patrol checks and fixes media errors on physical disks.

For a configured physical disk, Media Patrol checks and fixes media
errors immediately. For spare drives, Media Patrol logs all media
errors and fixes them when the spare drive is used to rebuild a virtual
disk/array.

The controller assigns priority to Media Patrol based on the Media
Patrol Rate. Default is 100% (High).

Note: When background activities are in progress, the controller is still
available to the OS for normal operations. However, the response time may
be lower depending on the background activity control rate.
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Glossary

Metadata, stored by MRU on physical disks, contains RAID
configuration data about the virtual disk and/or array.

Migrate allows you to increase the disk capacity and change the RAID
level of an operating RAID array

Enable Module Consolidate to consolidate all requests sent from the
OS. Enabling this feature can improve sequential read/write
performance. Default is On (Enable).

No initialization is performed on the virtual disk.

Read Ahead Cache is disabled.
See Read Ahead.

Refers to disk capacity expansion of an operating RAID array.

Note: The RAID level does not change. See Migrate.

Abbreviation for Physical Disk.

Enable Poll S.M.A.R.T. Status to periodically check S.M.A.R.T. status
of physical disks. Default is Off (Disable).

If MRU'’s request for S.M.A.R.T status fails or if the physical disk is no
longer in S.M.A.R.T status, MRU logs the event in Event Logs.

D-7

CONFIDENTIAL Doc No. MV-S400052-00 Rev. F
Document Classification: Proprietary

8cmymtbz810-gd8biyOx * Lycom Technology, Inc. * UNDER NDA# 12103316



MARVELL CONFIDENTIAL - UNAUTHORIZED DISTRIBUTION OR USE STRICTLY PROHIBITED

®

[ e |

= Marvell RAID Utility
M ARV ELL® UserManual

R

RAID

RAID-On-Chip
Controller (ROC)

Read Ahead

Rebuild

Rebuild Rate

Redundancy
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RAID is an acronym for Redundant Array of Independent Disks. For
more information, see Appendix B, Selecting a RAID Level.

RAID-On-Chip (ROC) controllers such as the Marvell 88RC8180 can
create and manage RAID 0, 1, 1E, 5, 10, 50, and 60 arrays. ROCs
contain an on-board CPU which enables hardware RAID functionality.

Note: Marvell RAID controllers support different sets of RAID levels
depending on the hardware model and OEM software package. Some
software packages, depending on OEM selections, support limited RAID
levels by design. Check with the OEM vendor for information specific to your
controller.

In this read cache mode, the controller’s read performance is
configured for sequential access of data. It reads extra blocks from the
physical disk to cache memory, in anticipation of the next read
command from the application.

Note: For applications requiring random access of data, enabling Read
Ahead might degrade read performance due to the overhead of advance read
operations.

Rebuild is the process of reconstructing data on a degraded virtual
disk/array. Data is reconstructed on the replacement physical disk(s)
using parity or mirror data on the virtual disk.

Note: Virtual disks/arrays can be rebuilt only as long as they are fault tolerant.
All data is lost on the virtual disk/array if the number of failed member physical
disks is greater than its fault tolerance capabilities.

The controller assigns priority to Rebuild based on the Rebuild Rate.
Default is 50% (Medium).

Note: When background activities are in progress, the controller is still
available to the OS for normal operations. However, the response time may
be lower depending on the background activity control rate.

Refers to the concept of duplicating data either through mirroring or
storing parity information, in order to enable rebuilding of virtual
disks/arrays in the event of the failure of one or more member physical
disks.

See Fault Tolerance.
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Glossary

The Relearn procedure stabilizes/optimizes BBU performance. During
Relearn, the BBU is discharged completely and then re-charged to full
capacity. If MRU detects that BBU capacity/voltage is low and/or
unstable, it automatically initiates the Relearn procedure. Relearn
may also be scheduled as a maintenance task for the BBU to ensure
stable/optimal performance.

Set Free releases an offline physical disk from a virtual disk.

For information on offline physical disks, see Appendix C, Icons used
in MRU.

Refers to physical disk assigned as spare drive for use in rebuilding
virtual disks/arrays.

See Dedicated Spare Drive, Global Spare Drive, Hot Spare, and Hot
Swap.

Stripe Size specifies the size of single data block on the virtual disk.

Available stripe sizes are 16K, 32K, 64K (default), 128K, 256K, 512K,
and 1024K. For RAID 5 and 50, the stripe size is limited to 64K.
Support for different stripe sizes varies with controllers.

Note: The larger the stripe size, the longer it takes for the controller to read
from and write to data blocks on the physical disks. For best read/write
performance, a larger stripe size is recommended for applications requiring
large data transfers such as audio, video, and graphics. A smaller stripe size
enhances read/write performance for applications with content much smaller
in size, such as e-mails, and documents.

The controller assigns priority to Consistency Check and Consistency
Fix based on the Synchronization Rate. Default is 50% (Medium).

Note: When background activities are in progress, the controller is still
available to the OS for normal operations. However, the response time may
be lower depending on the background activity control rate.
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Abbreviation for Virtual Disk.

A virtual disk is a combination of two or more physical disks that are
presented to the operating system as a single storage device.

See Array.

In this write cache mode, the controller is configured for best write
performance. Write data is stored temporarily in DDR cache memory
and flushed to the hard disk at the appropriate time. In the event of
power failure, there is a risk of losing data integrity if the transfer of
data from the DDR cache to hard disk is not completed.

Note: A BBU (Battery Backup Unit) is recommended when using Write-Back
cache mode. When a BBU is available and optimally charged, MRU
automatically turns on Write-Back (Performance) cache.

This is the default write cache mode in MRU. In this mode, all write
operations are performed on the hard disk before a completion status
is returned to the operating system.
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TROUBLESHOOTING

Table 5-1 lists potential issues you might encounter when using MRU and possible solutions
for the same.

Table 5-1 Troubleshooting

Category Issue Possible Solutions
Adapter Detection MRU does not detect the « Verify that the drivers for the RAID controller are
adapter installed, as described in 1.2, Installing the

Marvell RAID Utility (MRU).
¢ Re-install MRU.
¢ Install the latest version of MRU.

Adapter is detected but serial
number is not available

Adapter Events No events are displayed in * In Windows, use Windows Event Viewer to view
MRU or CLI adapter events.
« Verify that the drivers for the RAID controller are
installed, as described in 1.2, Installing the
Marvell RAID Utility (MRU).
* Re-install MRU.
* Install the latest version of MRU.

Auto-Rebuild Auto-Rebuild is enabled but < If your degraded virtual disk/array does not
the virtual disk does notrebuild ~ auto-rebuild even when a global spare drive is
automatically available, verify hat the spare drive is suitable for

the virtual disk.

Other Other « Contact us at docfeedback@marvell.com. A
quick response is guaranteed.
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Document Content, Format, Organization, and Behavior

Please rate your satisfaction level with each of the following statements.

|
+

1. The information in this document is clear and comprehensive.
2. This document is well organized.

3. The graphics in this document are useful, useable, and desirable.
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4. Rate your overall satisfaction with this document.
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5. How does the experience of using this document influence your opinion of Marvell? O

6. If you rated this document less than ++ on any question above, please enter specific comments below:

Document Usage

1. Do you print this document?

2. If you print this document, please tell us why:

3. How often do you use this document?

4. Why are you using this document today? (optional)

General Feedback (optional)

1. If you have any general comments about this or other Marvell documents, please enter them below. (optional)
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All responses are anonymous. But if you wish to identify yourself and/or be contacted by a Marvell representative for further
information, please enter your email address:
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